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Abstract

In this paper, we discuss a design of a real-time DV (Dig-
ital Video) streaming system, which dynamically adjusts packet
transmission rate from the source host according to feed-
back information from the network. In our DV streaming
system, the destination host continuously notifies the source
host of network status (e.g., the end-to-end packet transmis-
sion delay and the packet loss probability in the network).
The source host dynamically adjusts its packet transmission
rate by lowering the quality of the video stream using a
feedback-based control mechanism. Our DV streaming sys-
tem achieves an efficient utilization of network resources,
and prevents packet losses in the network. Thus, our DV
streaming system realizes high-quality and real-time video
streaming services on the Internet. By modifying the ex-
isting DVTS (Digital Video Transmission System), we im-
plement a prototype of our real-time DV streaming system.
Through several experimental results, we demonstrate the
effectiveness of our DV streaming system.

1. Introduction

In recent years, technology related to the Internet has
been rapidly advancing. Moreover, these technological ad-
vances have made sending and receiving a huge amount of
data, such as high-quality video streams over the Internet,
realistic. The quality of video clips provided by several VoD
(Video on Demand) content providers has become better.
VoD service will most likely become a powerful applica-
tion of the next-generation Internet. The realization of such
VoD service has been the focus of active research in the last
few years [1, 2].

Several techniques used for transmitting a real-time video

stream over the Internet exist. One of these techniques is
called, “off-line transmission”, where a video clip is played
on the user’s side when all video data have been transferred
from the server to the user’s computer. With this technique,
however, the user has to wait for the completion of the video
data transmission. Thus, if the length of the video clip is
not short, the user must wait for a long time and he or she
often feels frustrated. Moreover, the user’s computer must
be equipped with a huge storage capacity to store the en-
tire video clip. To solve these problems, another technique
called “real-time streaming” has been widely deployed in
many video applications. With real-time streaming, the user’s
computer receives video data while it plays the video clip.
Using the real-time streaming technique, the user can start
playing the video clip without waiting for the entire video
clip to be transferred to the user’s side. This technique re-
sults in less waiting time for users than with the off-line
transmission technique. Moreover, since several seconds of
video clip data are stored on the user’s computer, the capac-
ity of the computer’s storage can be small.

Although the real-time streaming technique is superior
to the off-line transmission technique in various aspects, it
is difficult to realize real-time video streaming over the In-
ternet. For example, a large network bandwidth is required
to transmit video clips in real time. In addition, the quality
of the video stream may be severely degraded because of
limited network bandwidth or fluctuating end-to-end packet
transmission delay. If the network bandwidth is not suf-
ficient for real-time video streaming, the user’s computer
sometimes fails to play the video clip. Such a problem is
caused by shortage of video data in the computer’s buffer
when either the network bandwidth is insufficient or the
packet transmission delay becomes temporarily large.

To solve these problems, a great amount of research has
been carried out. For example, research has been proposed,



which involves solutions that intentionally lower the qual-
ity of the video clip when the network bandwidth is lim-
ited [3-6]. In contrast, another approach has been proposed,
which includes solutions that require a large buffer on the
user’s computer for absorbing fluctuations of packet trans-
mission delays [7, 8]. However, even with these solutions,
other problems still remain. With the former solution that
is the technique of lowering quality of video clip intention-
ally, most of the existing codecs do not allow video quality
to be changed at the server for utilizing the available net-
work bandwidth. With the latter solution that is the tech-
nique of using a large buffer, prior to playing a video clip, a
fair amount of video clip must be stored in the computer’s
buffer, so that the lag between transmitting video data from
the server and playing a video clip on the user’s computer
is not negligible.

In this paper, we discuss the design for a real-time DV
(Digital Video) streaming system, which sends DV streams
with dynamically changing video quality according to feed-
back information from the network. In our DV streaming
system, the destination host sends the feedback information
back to the source host. The feedback information consists
of the end-to-end packet transmission delay and the packet
loss probability in the network. The source host then ad-
justs the quality of the DV stream to regulate the transmis-
sion rate of the video data based on the received feedback
information. Because of such control, the number of packet
losses in the network can be minimized, and the network
bandwidth can be effectively utilized. Thus, high-quality
and real-time video streaming over the Internet can be real-
ized. We have implemented a prototype of our DV stream-
ing system by modifying a part of the existing DV transmis-
sion system called the “DVTS” (Digital Video Transmission
System) [9].

The rest of this paper is organized as follows. In Sec-
tion 2, several conventional video streaming systems and
their drawbacks are discussed. In Section 3, the overview
of our DV streaming system, which consists of four build-
ing blocks, is presented. In Section 4, the prototype of our
DV streaming system is explained, followed by several ex-
perimental results in Section 5. Section 6 summarizes this
paper and discusses future work.

2. Related Work

On the Internet, various video streaming systems have
been widely adopted. Most popular video streaming sys-
tems include RealNetworks’s RealSystem [10], Microsoft
Windows Media Technology [11], and Apple’s QuickTime [12].
These video streaming systems and their proprietary video
encoding formats have gained popularity in the market, in
particular, from many content providers as well as from
content creators. Other video streaming systems, which can
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Figure 1. Quality Degradation in the Internet

transmit better quality videos such as MPEG [13] and DV
(Digital Video) [9] also exist. For instance, DVTS (Digital
Video Transmission System) allows IEEE 1394 devices to
be connected via the Internet rather than via an IEEE 1394
interface. DVTS is publicly available as open-source soft-
ware.

DVTS has a mechanism that changes the DV frame rate
to reduce the required network bandwidth for transmitting
DV data. However, the DV frame rate of DVTS cannot be
changed dynamically. On the Internet, the network band-
width is shared by many users so that the available band-
width for one user is heavily affected by the behaviors of
other users. Hence, by changing the DV frame rate dynam-
ically according to the current network status, a fair amount
of DV data will be lost in the network because of network
congestion, so that the quality of DV stream received by the
user is considerably degraded by, for example, block noises
caused by decoding errors (Fig. 1).

One possible solution for such a problem is to rely on
the QoS (Quality of Services) control mechanisms in the
network layer [14]. Although the QoS control mechanisms
have been a hot topic in the IETF, it is unrealistic for current
Internet users to receive benefits from QoS control mech-
anisms because of incremental deployment of those QoS
control mechanisms. In other words, all or, at least, most
routers between the source and the destination hosts must
be replaced by aQoS-ready router in order for users to en-
joy the support of the QoS control mechanisms. Since it
takes quite a while for all routers on the Internet to become
QoS-ready, another solution for realizing high-quality and
real-time video streaming is urgently needed.

3. Designing a DV Streaming System

In this Section, we describe our real-time DV transmis-
sion system, which dynamically adjusts its transmission rate



using a feedback-based control mechanism. This system
utilizes network resources efficiently and achieves a high-
quality and real-time video transmission over the Internet
by dynamically adjusting its transmission rate according to
the network congestion status.

3.1. System Overview

The system consists of the following four functional blocks
(Fig. 2).

• Network Measurement Block

• Feedback Control Block

• Filtering Block

• Protocol Conversion Block

The basic operational algorithm of the system is as follows.

1. At the network measurement block in the source host,
the end-to-end packet transmission delay and the packet
loss probability in the network are measured from
feedback packets sent from the destination hosts. No-
tification of these values are sent to the feedback con-
trol block, which will be explained below.

2. At the feedback control block in the source host, quan-
tization scale or DV frame rate is updated by estimat-
ing how the current network status is different from
the desired status. Macro blocks of each DV frame
are re-encoded based on the quantization scale at the
filtering block.

3. At the filtering block in the source host, DV frames
are filtered to adjust the transmission rate to that spec-
ified by the feedback control block. The filtering block
has two operational modes: (1) decoding and re-encoding
of a DV frame with a smaller quantization scale, or
(2) discarding some DV frames to adjust to a smaller
DV frame rate.

4. At the protocol conversion block in the source host, a
DV frame is encapsulated into several UDP packets.
Each UDP packets is then encapsulated as an RTP
(Realtime Transmission Protocol) packet.

MPEG (Motion Picture Expert Group) [15] format has been
widely used as a video encoding format, which realizes a
very high compression ratio. However, in our DV stream-
ing system, DV is adopted instead of MPEG as the video
encoding format because of the following reasons:

• DV video can be easily captured from a DV camera
using the IEEE1394 interface.

• Even some laptop computers have IEEE1394 inter-
faces.

• A costly hardware-based encoder is required for real-
time encoding of a high quality live stream with MPEG2.

• We can implement our DV streaming system by mod-
ifying a part of the DVTS, which is open-source soft-
ware.

Although the DV format is adopted as the video-encoding
format in our DV streaming system, the system can be eas-
ily extended to other video formats, such as MPEG2, by
simply replacing the filtering block. In the following Sec-
tions, each functional block is explained in detail.

3.2. The Network Measurement Block

In the network measurement block, the end-to-end packet
transmission delay and the packet loss probability between
a source and destination host are measured from the feed-
back information, which is notified by the destination host.
The detailed algorithm is described as follows. First, when
the source host encapsulates DV frames into UDP packets,
a sequence numbern and packet transmission timeTs are
recorded in each packet header. At the destination host, an
ACK (Acknowledgement) packet is sent to the source host
when the destination host receives a packet. In the ACK
packet, not only a sequence numbern and a packet trans-
mitting time Ts are recorded, but also, at the destination
host, a packet reception timeTd is recorded.

At the source host, the average end-to-end packet trans-
mission delayτ and the instantaneous packet loss proba-
bility p during T are calculated from the sequence number
n, the packet transmission timeTs, and the packet reception
timeTd. In this paper,T is called asampling interval. Since
we cannot assume that the internal clocks of the source and
destination hosts are accurately synchronized,τ is not the
exact end-to-end packet transmission delay. However, since
the feedback control block controls a DV frame rate or a
DV quantization scale based only on the variation inτ , syn-
chronization of those internal clocks is not necessary.

To remove temporal variation in the end-to-end packet
transmission delay or the packet loss probability,τ andp
are filtered to remove high-frequency components using the
following low pass filters:

τ∗ ← γ1 τ∗ + (1− γ1) τ

p∗ ← γ2 p∗ + (1− γ2)p

Here,γ1 andγ2 are the cutoff frequencies (0 < γ1, γ2 < 1).

3.3. The Feedback Control Block

In the feedback control block, a quantization scale or a
frame rate is re-calculated and notification is sent to the fil-
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Figure 2. Block Diagram of Our DV Streaming System

tering block. As feedback information the values are calcu-
lated using the end-to-end packet transmission delayτ ∗ and
the packet loss probabilityp∗, which are calculated in the
network measurement block.

More specifically, a quantization scale or the frame rate,
x, is determined at every fixed sampling intervalT , as the
following formula:

x ← x + α(p0 − p∗) + β (τ 0− τ∗) (1)

Here,p0 is an target value for the packet loss probability and
τ0 is an target value of the end-to-end packet transmission
delay. That is, the feedback control block controls a frame
rate or a quantization scale to keepx constant. However,
determingp0 and τ0 carefully is necessary. Although the
appropriate valuep0 of packet loss probability depends on
the packet loss probability in a vacant network, controlling
the value to several percents to utilize a network effectively
is necessary [16]. On the other hand, although the appro-
priate valueτ ∗ of the end-to-end packet transmission delay
depends on the link capacity of a bottleneck link, control-
ling τ∗ to a value of the minimum end-to-end packet trans-
mission delay plus the queuing delay of several packets is
also necessary [17, 18]. However, if the values ofp0 and
τ0 are unsuitable, the control of the feedback control block
becomes unstable. Therefore, those values must be deter-
mined carefully.

Moreover, in Eq( 1 ),α is a feedback gain for packet
loss probability andβ is a feedback gain for the end-to-
end packet transmission delay. Ifα and β are large, the
transient behavior of system is improved, but the stability of
the system is degraded. In contrast, ifα andβ are small, the
system-wide transient behavior is degraded, but the system-
wide stability improves. The method shown by Eq (1 ),
is a sort of PID controls. Therefore, we can consider the
Ziegler-Nichols technique applicable for the determination
of a feedback gain [19].

3.4. The Filtering Block

In the filtering block, the packet transmission rate is ad-
justed by lowering the quality of the DV frames according
to the quantization scale or the frame rate,x, which is de-
termined by the feedback control block. By using one of
the following techniques, the quality of DV streams can be
adjusted.

• The DV data is discarded per block; i.e., the tech-
nique of simply discarding some DV blocks

The advantage of this technique is that this technique
is easy to implement and a transmission rate of DV
stream can be determined flexibly. However, the qual-
ity of the DV stream becomes quite low, because block
noises occur irregularly when the DV stream is played.

• The DV data is discarded per frame; i.e., the tech-
nique of discarding some DV frames

The advantage of this technique is that discarding DV
frames is easy to implement and the quality of the
DV stream is better than that with the technique of
discarding DV blocks. However, a disadvantage also
exists; namely, a transmission rate of DV stream can-
not be determined flexibly when compared with the
tecnique of discarding DV blocks.

• The re-quantization of DV frames, i.e., the technique
of re-quantizing DV frames

The disadvantages of this technique are that re-quantization
needs a very complicated implementation, and the
load of a source host’s CPU becomes very high. How-
ever, when compared with the technique of discard-
ing DV frames, the quality of the DV stream can be
kept high.
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Figure 3. Network Model

Considering these advantages and disadvantages, we adopt
both the technique of DV frame re-quantization and the tech-
nique of discarding DV frames as the techniques for lower-
ing a transmission rate of DV stream. The combination of
these methods enables the source host to adjust the trans-
mission rate of DV stream flexibly. In addition, these meth-
ods do not spoil real-time application practicality.

3.5. The Protocol Conversion Block

In the protocol conversion block, DV frames that are re-
ceived via the IEEE1394 interface, are encapsulated into
UDP packets, and the UDP packets are sent to the desti-
nation host. In this paper, we use the DV→IP conversion
function implemented in DVTS [9]. However, to record the
packet transmitting timeTs, and the packet receiving time
Td in higher accuracy (µ second unit), a part of the RTP
header is extended.

4. Implementation of the DV Transmission Sys-
tem

By modifying a part of DVTS version 0.9a15, the pro-
totype of the real-time DV transmission system was imple-
mented. In the implementation of this prototype, FreeBSD
version 4.2-RELEASE was used as operating system, and
ThinkPad s30 from IBM Corp. as a computer that sends
or receives DV stream. ThinkPad s30 is equipped with
the IEEE1394 interface. In the filtering block, although
the techniques of discarding DV frames and re-quantization
DV frames are adopted, only the function of discarding DV
frames is implemented in the filtering block, so our this pro-
totype is simple. In the followings, we show a result of out
experiment in LAN environment obtained with our proto-
type. In the LAN environment, each host is connected via
100M Ethernet. The DV video was transmitted from the
source host (Host1) to the destination host (Host2) (Fig. 3).
The values of control parameters used in this experiment
are shown in Table1. In Table 1, we setβ = 0, that is,

Sampling interval T 1,000,000 [µ sec]
The target of the rate of lossp0 0.01
The feedback gain for
the loss probabil ity α 100,000
The feedback gain for
the end-to-end packet
transmission delay β 0

Table 1. Control Parameters
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Figure 4. Amount of Background Traffic

we regarded only packet loss probability as the control tar-
get. Moreover, the UDP traffic of 80Mbps was generated as
dummy traffic on the path, to verify how the dummy traffic
influences the DV stream. The initial value of the frame rate
was set to 30 [frame/s].

The results are shown in Figs. 4– 6. These figures show
the amount of background traffic that was generated on the
network, the transition of packet loss probabilityp mea-
sured in the network measurement block, and the transi-
tion of the frame ratex calculated in the feedback control
block, respectively. We can find the followings: the packet
loss probability is changed according to the transition of the
background traffic, the frame rate is therefore changed. In
this case, since the feedback gainα is set to a small value,
α = 100, 000, the transition of the frame rate was slow.

5. Experiment

We have to verify effectiveness of our real-time video
transmission system, which has the function of the feed-
back control, on a large-scale network where the end-to-
end packet transmission delay is large. Thus, we performed
an experiment on the network between UCSD (University
of California San Diego) and Osaka University. Thanks to
the JGN (Japan Gigabit Network), the APAN (Asia Pacific
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Figure 5. Packet Drop Rate calcurated by Net-
work MeasurementBlock
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Figure 6. Frame Rate calcurated by Feedback
Control Block

Advanced Network), and the vBNS (very high speed Back-
bone Network Service), we can perform the experiment on
this network (Fig. 7). In this testbed, we perform the exper-
iment with both IPv4 and IPv6.

It is possible to perform a distance conference between
remote places with our real-time DV streaming system. Then,
this system is used as a system for the researcher of SDSC
(San Diego Supercomputer Center) who operates the ultra
high voltage electric microscope, which is in Osaka Univer-
sity, by remote control (Fig. 8). The researcher uses the real-
time DV streaming system to control the ultra high voltage
electron microscope from the SDSC. Note that in this case,
the detailed images of the high voltage electron microscope
are transmitted with TCP using another channel.

In addition, we demonstrated our prototype at the SC2001
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Figure 7. Experiment Network Environment
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Figure 8. Remote Control of Microscopy

(Super Computing 2001), held in Denver, U.S. in November
2001 (Fig. 9). In this demonstration, we performed the DV
transmission on the network between Denver and Osaka.

6. Summary

In this paper, we have discussed the development of a
real-time DV streaming system, which dynamically adjusts
the quality of DV frames using a feedback control mech-
anism according to the status of network congestion. In
this system, the destination host notifies the source host of
the feedback information. By using such information, the
source host can dynamically adjust the quality of DV frames
and can send the DV frames. Furthermore, the prototype for
this system was implemented by modifying a part of the ex-
isting DVTS. Experimental results using our prototype were
shown, and the experiment on a testbed between SDSC and
Osaka University was also performed.

For future works, we are considering to implement a re-
quantization function of DV frames. In addition, we are
planning to use a mathematical technique for tuning control
parameters in the feedback control block.



Figure 9. Demo in SC2001
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