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Abstract

An ATM technology realizes B-ISDN by asynchronously treating various multime-
diainformation such asdata, voice and video. In ATM networks, traffic management is
an important issue to utilize network resources efficiently, and ABR traffic isindispens-
able for data communication and most of existing applications. Rate-based congestion
control is apromising scheme to incorporate ABR traffic into ATM networks because
of its simplicity and scalability from local areato wide area ATM networks.

In this paper, wefirst present ahistorical overview of rate-based congestion control
agorithms developed in the ATM Forum. Scope of this survey includes FECN-based
and BECN-based schemes, and binary feedback and explicit rate setting schemes. A
summary for fairness definitions for ABR traffic is also presented. In this survey, we
show how the current standard mechanism regarding the traffic management isexpl oited.
Then, wequantitatively evaluate the performance of rate-based congestion control method
inbothinitial transient and steady state by using an analytical approach to exhibit its ef-
fectiveness. Threetypes of switch algorithms suggested in the standard are considered.
Through numerical examples, we show the effect of the number of active connections
and the propagation delays on buffer requirements for ATM switch depending its al-
gorithm. It is aso emphasized that appropriate control parameter settings are essential
for the rate-based congestion control to offer a proper traffic management tool in an
ATM network environment.
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1 Introduction

The capability of ATM (Asynchronous Transfer Mode) networks for providing large
bandwidth and handling multiple quality of service (QOS) guarantees can only berea-
ized by preparing effective traffic management mechanisms [1]. Traffic management
includes congestion control, call admission control and virtual path (VP)/virtual chan-
nel (VC) routing. Especially, an essential issue for stable and efficient operation of
ATM networks is congestion control, which is performed between ATM end systems
(ES). The ATM end system is apoint where an ATM connection isterminated, and the
connection goes up to the ATM adaptation layer (AAL). It is aso defined as a point
where VC connections are multiplexed, demultiplexed or both. Therefore, each ATM
segment, a private local area network (LAN) or a public wide area network (WAN),
may adopt a different congestion control scheme depending on its characteristics.

Two different congestion control strategies have been discussed for ATM networks;
open-loop control and closed-loop control. The open-loop control limits each connec-
tion’s usable bandwidth based on the notion of atraffic contract [2, 3]. To assign band-
width to the connection, each end system has to declare its traffic parameters to the
network prior to connection establishment. These traffic parameters are described in
terms of, e.g., peak cell rate, cell delay variation (CDV), sustainable cell rate and/or
burst length tolerance. Then, its associated QOS can be guaranteed throughout the
session once the connection request is admitted. In other words, a lack of network
resources may cause rejection of a newly requested connection in open-loop control.
Therefore, open-loop control is sometimes referred to as preventive congestion control
by its nature. This sort of congestion control scheme can be applied to real time com-
muni cations called constant bit rate (CBR) and variable bit rate (VBR) traffic, by which
audio and/or motion video can be accommodated.

However, open-loop control becomes insufficient for data communications because
each connection can never emit cells exceeding its negotiated rate even when there re-
mains unused bandwidth in the network [1]. Furthermore, data traffic is not likely to
have a capability to predict its own bandwidth requirements at connection setup time.
Instead, it can adjust the cell transmission rate if the up-to-date congestion status of the
network is appropriately informed. These are reasons why closed-loop rate control is
promising for datacommunications, and itisbeing applied to ABR (Available Bit Rate)
service in the ATM Forum. Closed-loop control is sometimes called reactive conges-
tion control, and dynamically regulates the cell emission process of each connection
by using feedback information from the network. It is, therefore, essentially suitable
to data transfer service because of the incapability to predict QOS required from the
network.

For implementation of closed-loop control, two different schemes have been pro-



posed inthe ATM Forum; rate-based and credit-based schemes. The credit-based scheme
is based on a link-by-link window flow control mechanism [4]. In the credit-based
scheme, independent flow controls are performed on each link for different VC's, and
each VC must obtain buffer reservations for its cell transmission on each link. This
reservation is given in the form of a credit balance. Aslong as each VC gains credit
from the next node, it isallowed to continue cell transmission. WhentheVCis starved
of credits, it should wait for the next credits. Owing to this link-by-link fast feedback
mechanism, transient congestion can be effectively relieved. In addition, no cell loss
occurs since each V C has no opportunity to send cells unless credits are given.

Onthe other hand, the rate-based scheme controls the cell emission rate of eachVC
between end systems. It is simpler compared with credit-based flow control schemes
in which each switch requires complicated queue management for each VC. Further,
it should be appropriate for ATM networks to utilize its large bandwidth. Typical ex-
amples of the rate-based approach are forward explicit congestion notification (FECN)
and backward explicit congestion notification (BECN) methods [5], which are well-
known congestion control strategies in conventional packet switched networks. One of
the main purposes of this paper isto discuss the rate-based congestion control schemes
proposed and developed so far in the ATM Forum. Implementation aspects of FECN
and BECN like methods in the proposed rate-based congestion control method are also
described. Further, we will introduce more intelligent schemes in which the switch
controls the rate of connections explicitly. Then, quantitative evaluation is provided
through an analytical approach to show the effectiveness of the rate-based congestion
control method. In numerical examples, it is emphasized that the appropriate control
parameter settings play an essentia part for the rate-based congestion control to of-
fer a proper traffic management tool in an ATM network environment. Excellent ar-
guments for which methodologies in recent high speed network environments can be
found in [6]. Interested readers should refer to it.

The rest of this paper is organized as follows. In Section 2, we introduce severa
rate-based congestion control schemes proposed in the ATM Forum and qualitatively
evaluate these methods in turn. In Section 3, we analyze the Enhanced Proportional
Rate Control Algorithm (EPRCA), which is a basis of the rate-based control schemes
in the ATM Forum, and illustrate its performance through numerical examples. An
analysis of the EPRCA in initial transient state is then presented in Section 4. Sim-
ulation studies for rate-based congestin control methods are performed in Section 5.
Section 6 includes some concluding remarks and open issues. The control parameters
and pseudo-code used in the rate-based congestion control methods are summarized in
Appendix A and Appendix B. The current proposal for RM cell format is contained in
Appendix C. Appendix D provides the abbreviation list.



2 Rate-Based Congestion Control Schemesin ATM Networks

In this section, we introduce the rate-based congestion control schemes that have been
proposed inthe ATM Forum. Inthe ATM Forum, several proposals have been contrib-
uted in the rate-based congestion control framework by the end of 1993; the methods
based on FECN [7, 8] and the ones based on BECN [5, 9]. Then, the Rate-Based Traffic
Management Ad-Hoc working group was established to discuss various aspects of the
rate-based congestion control methods. The result was published in the ATM Forum
in [10], which will be precisely described in the next subsection. The ATM Forum
standard regarding traffic management only specifies the source and destination end
systems behaviors, and implementation methods of the switchesisleft to the manufac-
turers. We will describe how end systems’ behavior is standardized and also how the
various switches proposed in the ATM Forum can cooperate with the standardized end
systems.

2.1 Interval-Based Approach

In this subsection, we explain an origina rate-based scheme proposed in [10, 11]. Fig-
ure 1 illustrates a basic configuration of the rate-based congestion control scheme in
which the ATM connection isterminated at source and destination end systems. A per-
mitted cell transmission rate ACR (Allowed Cell Rate) of the source end system is
changed according to the congestion status of the network, which isan essential part of
the rate-based congestion control scheme. Aninitial rate 7C R, amaximum allowable
rate PC R, and aminimum cell rate M C R are specified by the network at connection
setup time. Then, the sourceisallowed to emit cellsat aratethat rangesfrom0to AC'R.
When compared with later proposals described in the following subsections, a distin-
guishable point of the origina scheme is that both end systems are operated based on
interval timers. In addition, the polarity of the feedback information from the network
isnegative, that is, the feedback information isreceived by the source end system only
when the network falls into congestion.

An occurrence of congestion is detected at each intermediate switch by a queue
length of the cell buffer (defined as Qx). Then, it is signaled to the source by a spe-
cia cell caled aRM (Resource Management) cell, of which PTI (Payload Type Iden-
tifier) is“110”. The FECN like signaling mechanism is defined in this scheme, that is,
each switch signalsits congestion information to its downstream switches by setting an
EFCI (Explicit Forward Congestion Indication) bit contained in the header of passing
data cells. When the destination end system receives a data cell in which the EFCI bit
is marked, it sends back a RM cell to the source along the backward path. Then, the
source end system must decrease its AC'R multiplicatively according to this feedback
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Figure 1. Basic Configuration of the Rate-Based Congestion Control.

information as
ACR + max(ACR x RDF, MCR) (@)

where RDF' is the rate decrease factor and M CR is the minimum cell rate for the
ACR. A timeinterva RMI (RM Interval) is defined at the destination end system,
and only one RM cell is allowed to be sent every RMI. The source end system is also
provided with an interval timer Ul (Update Interval). When the timer expires and no
RM cell isreceived during Ul, the source recognizes no congestion occurrence in the
network. Then, it increases AC R additively as

ACR + min(ACR+ AIR,PCR),

where AT R isthe additive increase rate and PC R is the peak cell rate of that connec-
tion.

As an implementation option, the network can be divided into two or more seg-
ments by introducing intermediate networkswhich should act asvirtual destination end
systems for the source, and as virtua source end systems for the destination (Fig. 2).
Asadestination end system, an intermediate network has to send back RM cells to the
source following the EFCI status of incoming cells. In addition, it is required to regu-
late the flow of cells destined for the destination end system as a source end system.

Since this approach requires interval timers at both end systems, it increases the
complexity of implementation, and could become expensive. In addition, the negative
feedback mechanism could cause a collapse of the network under stressful traffic as
pointed out in [12]. If the network is heavily congested, RM cells could be delayed or
lost due to buffer overflow, with the result that timeliness of the congestion information
islost, or in amore serious situation, the source increases its cell emission rate due to
the absence of RM cells in spite of the congestion.
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Figure 2: Network Segmentation by a Intermediate Network.

2.2 Counter-Based Approach

The timer-based approach described in the previous subsection is revised due to its
drawbacks. 1n[13], anew scheme called Proportional Rate Control Algorithm (PRCA)
is proposed with two major modifications: (1) the polarity of the feedback information
is changed to be positive, and (2) the need for interval timersis eliminated. The origin
of the name PRCA isin that opportunities for rate increases are given in proportion to
the current sending rate AC R. In PRCA, the source end system marks the EFCI bit in
data cells except for the first cell of every N;as cells. The destination end system in-

stantly returns back an RM cell to the source when it receives the EFCI bit cleared cell.
If the EFCI bit is set by the intermediate switches due to its congestion, the destination
takes no action. By this mechanism, a positive congestion signaling is established. In
other words, receiving the RM cell implies that there is no congestion in the network,
and therefore the source end system is given an opportunity to increase its rate.

The source end system sends the cells in the following way. Unless receiving the
RM cell, the source determines the next cell transmission timeat 1/AC R after the cur-
rent time. It implies that the source continuously decreasesits AC R until receiving the
RM cell as

ACR + max(ACR — ADR, MCR) 2
When the source receives the RM cell, the rate isincreased as
ACR + min(ACR + Ngy AIR + Npy ADR, PCR),

which compensates the reduced rate since the source received the previous RM cell
(Nryr ADR), andincreasestherateby Nejys AIR. Inanideal situation with no propaga-
tion delay, it should give linear increase of the cell transmission rate. By this rate chan-
ging method, the network can be restored even if al RM cells are discarded due to
heavy congestion because therate is always decreased except when the source receives
the RM cell. The above operation accomplishes FECN like congestion management.
However, if switches have the ability to discard RM cells in the backward direction,
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BECN like operation can a so be achieved, which isone of the notable features of PRCA
(Fig. 3).

Feedback Information —

Remove RM Cells
Congestion

Figure 3: BECN Like Congestion Notification in PRCA.

However, certain problems still remain even in PRCA, which have been revealed
in [14]. One of them is referred to as an “ACR beat down” problem, which is ex-
plained as follows. Each source of active connections that experiences congestion in
several switches has less opportunity to receive positive feedback than other connec-
tionswith fewer switches. Then, onceit decreases itstransmission rate to the minimum
rate MCR, itislikely to remain at that rate indefinitely in some circumstances. Thus,
fairness among connections cannot be achieved. Besides, the problem that PRCA re-
quires a considerable amount of buffers in the existence of alarge number of active
connections is also pointed out. It isnow widely perceived that when the propagation
delays are large as in the WAN environment the queue length temporarily grows due
to the control information delays. Thisis an intrinsic and unavoidable feature in re-
cent high speed networks. However, the point above is that such alarge queue length
takes place even in the LAN environment. During congestion, the rate is decreased by
ADR (Eq.(1)). However, when the number of connectionsis very large, it istoo slow
for the aggregated input rate to be decreased at the switch. For example, 241,000 cell
buffers are required for assuring no cell loss even in the LAN environment for 1000
active connections [14] when the control parameters suggested in [13] are used. Such
alarge buffer size is unacceptable by the current memory technology.

2.3 Enhanced PRCA Method

Against the problems of PRCA, an improved version called EPRCA (Enhanced Pro-
portional Rate Control Algorithm) is next proposed in [15, 16]. New functionalities
are added as an implementation option in two ways. One is a capability to send a con-
gestion indication to particular sources rather than all sources to achieve better fair-
ness among connections, which is referred to as intelligent marking. The other isthe
means for explicitly reducing the rate of each connection, that is, the switch can have
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aresponsihility to determine the cell transmission rate of selected connections. While
some modifications are required to incorporate these new features into original PRCA,
EPRCA preserves abackward compatibility with PRCA. Namely, a switch supporting
only PRCA can aso be employed in EPRCA.. For distinguishing this switch from other
new switches, it is called an EFCI bit setting switch.

EPRCA requires forward RM cells as well as backward RM cells. RM cells con-
tain aCl (Congestion Indication) bit, which isused to notify congestion information to
the source. (See Appendix C for the latest proposal for RM cell format.) The source
end system periodically sends aforward RM cell every N;,, data cellsinstead of un-
marking an EFCI bit of data cells as PRCA does. When the destination end system
receives the forward RM cell, it returns back the RM cell to the source as a backward
RM cell. In doing so, the CI bit of the backward RM cdll is set following the EFCI
status of the last incoming data cell. Therefore, the congestion detected at the inter-
mediate switches can be notified by marking the EFCI bit of data cells in the forward
path. By this mechanism, the source knows the congestion status of the network when
it receives the backward RM cell. It isaFECN like implementation of the congestion
notification. Further, the switch can be allowed to set a Cl bit of backward RM cells as
aBECN implementation.

Two mgjor enhancements of EPRCA —intelligent marking and explicit rate setting
—require additional information in each RM cell: CCR (Current Cell Rate) and ER
(Explicit Rate) fields. An E R element isused to decrease the source rate explicitly, and
isinitialy setto PC R by the source. One or more intermediate switches in congestion
may change it to alower value so that the rate of the source end system israpidly de-
creased for quick congestion relief. The CC R element is set to the current AC'R of the
source in effect. A fair distribution of the bandwidth can be achieved with these two
values. In congestion, the intermediate switch selectively signals a congestion indica-
tion to the sources with higher transmission rate. This intelligent marking mechanism
can be used in conjunction with the explicit rate setting mechanism to achieve more
impartial sharing of the available bandwidth.

Three types of switch architectures with different functions are suggested in the
form of pseudo codein [16]; EFCI bit setting switches (EFCI), Binary Enhanced Switches
(BES) and Explicit Down Switches (EDS). EFCI switches, which are aready existing
in the market, are just the same as switches supporting PRCA, and are expected to be
least expensive.

In BES switches, two threshold values for indicating congestion are defined; QT
and DQT'. When aBES switchiscongested, i.e., when the queue length in the cell buf-
fer of aBES switch exceeds QT', the switch performsintelligent marking. It selectively
reduces the rate of sourceswith larger AC'R (Fig. 4). For this purpose, the switch main-
tains a control parameter M AC R (Mean ACR) that should ideally be the mean of the

12



ACR'sof dl active connections. When therate of all connectionsisequal to M ACR,
the bandwidth is equally shared and the switch can be fully utilizing without falling
into congestion. The key to realize this feature is how to obtain an accurate M ACR.
The BES switch updatesits M AC R based on the CC R field of forward RM cells. For
example, M ACR is calculated as

MACR + MACR(1— AV)+ CCR x AV

where AV is used as an averaging factor [16]. When the switch becomes congested, it
indicatesits congestion occurrence to the sources having higher rates. More closely, the
switch marksthe Cl bit of the backward RM cellsif its AC R valueisbeyond M AC' R x

D PF (Down Pressure Factor) whereatypica valueof D PF is7/8for safety. However,
the switch may still remain congested if only intelligent marking is employed. There-
fore, when a BES switch becomes very congested such that the queue length is beyond
DQT, al backward RM cells are marked irrespective of their ACR values. By this
mechanism, relief from severe congestion can be accomplished. Note that it is evid-
ent from the above description that a BECN like quick congestion natification can be
accomplished in BES switches.

with Higher ACR
RM Cell with CI=1

RM Cell with CI=0

Feedback Information

Figure 4: Intelligent Marking in BES Switch.

EDS switches are provided with an explicit rate setting capability in addition to in-
telligent marking (Fig. 5). These maintain M AC' R asBES switches do, and control the
transmission rate of asources by setting the E R field of backward RM cellsfollowing a
degree of congestion. When abackward RM cell withlarger CC' R than M AC R passes
by the congested EDS switch, thevalue of itSER element issetto M ACR x ERF (Ex-
plicit Reduction Factor). If the switch becomes very congested, M ACRx M RF (Ma
jor Reduction Factor) isset in al backward RM cellsto achieve quick congestion relief,
which is called major reduction. Typical valuesof ERF and M RF shown in[16] are
7/8 and 1/4.

13



with Higher ACR

Feedback Information

Figure 5: Intelligent Marking and Explicit Rate Setting in EDS Switch.

Asdescribed before, threetypes of switches, EFCI, BESand EDS switches, can co-
existin EPRCA. Furthermore, the operation of EFCI switches can be enhanced by BES
or EDS switches located downstream. BES and EDS switches interpret the EFCI bit of
forward data cells. When a BES or EDS switch is congested, entries in the VC table
are marked following the EFCI status of forward RM cells, and the EFCI bit is cleared.
Then, the CI bit of backward RM cells is set to notify the source of its congestion if
its associated entry in the VC table is marked. This mechanism enables a BECN like
quick congestion notification even if EFCI switches exist in the network. Namely, the
enhanced switches can behave as virtual destination end systems to the EFCI switch.
A guantitative evaluation of the above three types of switches will be presented in the
next section.

The behavior of the source end system issimplified in [17], which will beincluded
as an example source code in the standard. In this proposal, the source end system de-
creases its ACR by ACR/RDF every Nz cells sent until reaching M CR. While
this modification on EPRCA would degrade its performance to some extent, the com-
plexity at the source end system can be considerably decreased.

2.4 Recent Proposalsfor Enhancements of EPRCA

In this subsection, several proposals which enhance the switch capabilities are intro-
duced. As described before, since the standard does not specify the switch’s behavior,
the methods shown in this subsection will not be reflected in the standard. However,
we believe that those methods would help understanding how the current EPRCA can
be improved for effective congestion control.
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2.4.1 Adaptive Proportional Rate Control

EPRCA hassuperiority over PRCA infair share and high utilization of link bandwidths.
However, it still contains a certain fault that fairness of EPRCA is not fulfilled in some
configurations [18]. When aBES or EDS switch is very congested, it enforces all con-
nections to decrease their rates equally but not selectively. Hence, when the switch
is very congested for arather long duration, intelligent marking does not work well.
Whileit has been suggested to eliminate this operation in very congested statesto avoid
this problem, it results in an excessive queue length instead of preserving fairness[18].

Adaptive Proportional Rate Control (APRC) gives a solution to this problem [19].
Congestion inthe switch isdetected based on achange of itsqueuelengthin afixedtime
interval rather than by athreshold value. If the queue length increasesin N cell times,
the switch is expected to fall into congestion. Then, each connection that has a higher
ratethan M AC' R isenforced to alower value by setting M AC R tothe ER field of the
backward RM cell. When the number of cellsin the buffer exceeds DQT, the switch
selectively set MACR x DPF to ER only for connections with higher rate. This
modification improves the responsiveness to congestion, and therefore it can reduce
the maximum queue size. The fairness among connections is aso improved by this
method. Thisintelligent marking capability of APRC was incorporated into EPRCA.

A new scheme called APRC2 with animproved intelligent marking capability isin-
troduced in[20]. In EPRCA, AC R intheforward RM cell isused to compute M ACR.
However, at the switch, the effective rate of some connections that experience con-
gestion at other switch may be quite different from the CC R values contained in the
RM cells, which lead to a misbehavior of the explicit rate control. This problem can
be avoided by virtue of UCR to establish stable operation [20]. In APRC2, UCR
is defined as a mean of AC'R’s only for connections with larger AC'R in addition to
MACR. Thevaueof UCR isupdated as

UCR + UCR + a(ACR — UCR)

only when ACR isgreater than M AC'R. Then, UC R isused to effectively determine
explicit rate ER.

Furthermore, it enhances operation of the source end system and the switch of EPRCA
to shorten ramp-up time, which isthe duration between the time when a connection be-
gins/resumes its transmission and the time when the network settles into steady state.
The ramp-up time is of importance because (1) since each connection starts its trans-
mission with rate 7C'R regardless of the network status, it might cause a large queue
buildup or under-utilization of the link unless IC'R is set properly, and (2) most net-
works operate in a transient state since many connections are established but idle due
to the bursty nature of the ABR traffic. Simulation results in [21] show improvements
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in ramp-up time, link utilization and maximum queue length when compared with pre-
vious schemes such as EPRCA and APRC.

24.2 EPRCA+ and EPRCA++ Methods

For implementing explicit rate setting, it is expected that the number of active connec-
tions is known by the switch. Thisis achieved by, for example, per-VC accounting,
which can be implemented in several ways with additional hardware complexity. For
instance, each switch may have aV C table to capture the number of active connections.
Each VC entry is marked or unmarked according to the status of its corresponding VC
(active or inactive), and the number of marked entries represents the number of act-
ive connections. In thisway, rates of all sources are adjusted through RM cells in one
round-trip time when there is one congested switch in the network. EPRCA+ proposed
in[22] also employsthiskind of scheme, and itssimplified version can befound in[23].

In EPRCA+, congestion detection is performed by estimating the traffic load at the
switch rather than by using a threshold value in the cell buffer. For this purpose, the
switch should be provided with an interval timer, and the switch counts the number of
cells received during this fixed time interval. The source end system is also equipped
with a (more expensive) interval timer instead of a counter for sending RM cells. The
rate of the source is kept unchanged until receiving a backward RM cell in which the
explicit rate £ R determined by the switch is contained. The older value of ACR is
also carried in the CCR field of the backward RM cell. Then, the source changes its
ACR following the relation between the current rate ACR and the ER vaue in the
backward RM cell. If the older ACR (CC R) and the current ACR are not far from
the ER value, i.e., if

CCR< ER < ACR
or
ACR < ER < CCR,

then AC R isunchanged. Otherwise, thevalue E R specified by the network is used for
the new ACR.

One attractive feature of EPRCA+ isits small number of control parameters, which
can easily be set by a network manager. Many control parameters required in EPRCA
(see Appendix A) arediminated in EPRCA+ in spite of its explicit rate setting capabil-
ity. Further, in EPRCA+, the target utilization band (TUB), around which the switch is
utilized, can be set freely. One may set the TUB of the switch under 100% link utiliza-
tion, and then asmaller queue size and shorter cell delays at the switch can be achieved.
Although an additional expense for timers and the VC table is required, EPRCA+ can
provide better fairness and responsiveness than EPRCA [22].
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Redundant complexities in the latest EPRCA are pointed out in [24]. For example,
inthecurrent proposal, an active source end system should decreaseitsrateby ACR/RDF
for every Nrjs cell timesuntil reaching M C' R. However, thisexcessive function makes
it difficult to implement the source end system and to police the cell flow even though its
necessity is not well justified, and it might be unnecessary under stable environments.
A new scheme called EPRCA++, which is an enhancement of EPRCA+, is proposed
in [25]. EPRCA++ adopts a counter at the source end system for forward RM cells
instead of atimer as in EPRCA+. Furthermore, the source end system decreases its
ACR only if no backward RM cell isreceived in k x N;ps cell timeswhere k isset to
arather large value. By these modifications, EPRCA++ achieves higher performance
even compared with EPRCA+ especiadly in transient state.

2.5 Fairness Definitions

Asdescribed sofar, rate-based congestion control schemes have beenimproved to achieve
higher link utilization and to require less buffer size at the switch as well as to obtain
better fairness among connections. However, a clear definition for the fairness meas-
ure is necessary when concerned with the fairness degree of control methods. Since
there is no absolute definition of the fairness measure in the literature, the ATM forum
is also discussing fairness criteria. The fairness for the ABR service is defined by a
max-min criteria in [26]. In the max-min criteria, all active connections are served
fairly if the following two conditions are preserved [27]: (1) each connection must
pass through at least one bottleneck switch along its path, and (2) it should be fairly
shared when the available bandwidth is assigned to connections which do not experi-
ence the non-bottlenecked switch. However, the max-min criteria becomes inadequate
for ABR traffic where M C' R, the minimum usable rate for each connection, isincorpor-
ated. In what follows, we introduce four definitions of the fairness measure proposed
in[28, 29].

1. MCR plus equal share

Thefirst definition isthat each active sourceisallocated its M C R at first, then the
rest of the available bandwidth is fairly assigned by the max-min criteria. That
is, the nth active connection’s rate B, is given by

C — > Nve MCR;
Nve ’

B, = MCR,, + 1 <n < Nyg, (©)

where C' and Ny are the avail able bandwidth and the number of active connec-
tions at the switch, respectively. Further, M CR, represents M CR of the nth
connection. Itisknown that this definition can be achieved not only by enhanced
switches like BES or EDS but also by EFCI switches [28].
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2. Maximum of MCR or Max-Min share

In the second definition, each connection acquires bandwidth between M C R and
the bandwidth equally divided by the number of connections:

C
B, = max(N—VC,MACRn), 1 <n < Nye. 4)

This assignment needs an iteration for the sum of B,’sto be settled at the avail-
able bandwidth C', and the required number of iterations cannot be estimated.
However, larger bandwidth can be allocated than in the previous case for con-
nections with larger M CR.

3. Allocation proportional to MCR

The third one assigns the available bandwidth to unconstrained connectionsin a
weighted manner as;

MCR
B,=C—x———, 1<n<Ny. ®)
>t MCR;
This scheme cannot be applied to connections with M C' R = 0. The bandwidth
alocated to each connection is proportional to its M CR.

4. Weighted allocation
The fourth one is a hybrid of the first and third definitions:

Nve
By, =MCR, + F,(C— Y MCR;), 1<n< Ny, (6)
i=1

where F,, isaweight for the nth connection defined as

Fn:LJr(l—b)%, 0<b<1.
Nve Y.¢ MCR;
Note that it becomes identical to the first and third definitions with & = 0 and
b = 1, respectively.

An appropriate definition of fairness depends on the environment to which it is ap-
plied. For example, requirements for charges may become an important factor in de-
ciding which oneisappropriate. Inthe public WAN environment, if thetariff isdeterm-
ined in proportion to M C R, the third definition would be suitable. On the other hand,
in private networks, the first definition may be meaningful sinceit isless expensivein
implementation. In the above definitions, however, the different values of PCR, for
connections are not taken into account. Since various speeds of interfaces are currently
defined, PC' R may also have to be incorporated.
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3 Steady State Analysis of Enhanced PRCA

In this section, we analyze the performance of EPRCA in steady state with comparison
among three types of suggested switches— EFCI, BES and EDS switches, which have
been described in Subsection 2.3.

3.1 Analytic Model

First, we provide our analytical model with definitions of parameters. Our model is
rather simple and consists of homogeneous traffic sources and a single bottleneck link
(seeFig. 6). Nevertheless, it isimportant to explore the performance of rate-based con-
gestion control method and to give abasis for comparisons with other proposed meth-
ods presented in the previous section. The active number of VC's that share the bot-
tleneck switch is denoted by Ny«. We assume that these VC's behave identically, that
is, all VC'sthe have same parameters, ICR, PCR, AIR and RDF (for these para
meters, see Appendix A). The bandwidth of the bottleneck link is denoted by BW in
cells/msec. Werepresent propagation delays from the source to the switch and from the
switch to the destination by 7, and 7.4, respectively. These parameters 7, and 7.4

are given according to the network configuration, i.e., LAN or WAN. The round-trip
propagation delay from the source to the destination is defined by 7, and the following
relation holds: 7 = 2( 7, + 724). We further introduce 7,45 (= 27,4+ 75, ) Whichisthe
propagation delay of congestion indication from the switch to the source end system
viathe destination end system.

........................ T T CL LI LI S
Tsx Txd
Nve
ATM Switch
QH QL BW

Source End System Destination End System

Figure 6: Analytic Model.

In all three types of switches, its congestion is detected by threshold values as-
sociated with the queue length at switch buffers. EFCI switches have high and low
threshold values denoted as Qy and ()1, respectively. When the queue length at a
switch exceeds Qy, the switch detects its congestion and marks the EFCI bit in the
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header of data cells. On the other hand, it is regarded that congestion terminates when
the queue length goes under ). BES and EDS switches have another threshold value
DQT toindicate very congested status and take distinct actions against congestion as
has been described in Subsection 2.3.

In EPRCA, the source end system sends RM cells proportionally to its rate. Fur-
thermore, the rate change is performed by backward RM cells returned from the des-
tination end system, and the received rate of the backward RM cells is bounded by
BW /(Nve Nrar) When the switch is congested. Otherwise, it isidentical to the trans-
mission rate of the source end system. Therefore, werequire adifferent analytical treat-
ment from the one presented in [7] in which the rate change is performed on a timer
basis.

Letusintroduce AC R(t) and Q(t), which represent thecell transmission rate ACR
of each source end system and the queue length at the switch observed at timet, respect-
ively. Inwhat follows, evolutions of ACR(t) and Q(t) in steady state are analyzed as-
suming that (1) the switch has infinite capacity of the buffer, and that (2) the source end
system always has cells to be sent. Therefore, AC R(t) becomes equivalent to CCR
(Current Cell Rate), which isthe actual cell transmission rate.

Furthermore, we will point out drawbacks of the EDS switch and present its im-
proved version, caled aPEDS (Prioritized EDS) switch, which hasacapability to provide
simple priority control for RM cells over data cells. Aswill be shown later, the max-
imum gueue length can be decreased by the PEDS switch when compared with other
types of switches.

3.2 EFCI Switch

In this subsection, we focus on the EFCI switch to analyze a dynamical behavior of
ACR(t) and Q(t). In our analysis, forward RM cells are not considered explicitly.
Hence, this modédl is equivalent to PRCA in Subsection 2.2. However, forward RM
cells can easily be taken into account by replacing BW in our analysis with BW,
which is defined as
Nrm
BW'=BW —"——. 7

Npy +1 7
Innumerical examples, BIW’ will be used to compare with other switcheswhich require
forward RM cells.

3.21 Determination of ACR(t)

Figure 7 shows apictoria view of ACR(t) and Q(t) which have aperiodicity in steady
state. Aninitial point of one cycleisdefined at the time when the congestion indication
isreceived at the source end system. Inthe EFCI switch, it takes 7.4, for the congestion
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indication to reach the source end system after the queue length becomes () at the
switch. We divide one cycleinto four phases following behaviors of ACR(t) and Q(¢)
asdepicted in Fig. 7. For simplicity of presentation, weintroduce AC R(t) and Q;(t)
as

ACR;(t) ACR(t —ti—), 0<t<t,,
Qit) = QUt—ti—1), 0<t<ty,

where t; is defined as the time when phase 4 terminates. Further, the length of phase
isrepresented by

tio1i =1t —ti1.

We note here that a more strict treatment is required for representing system behavi-
ors dependent on system parameters as will be presented in the next subsection. For a
meanwhile, however, we assume that the system behaves asin Fig. 7. ACR(t) (1 <
i < 4) can be determined as follows.

ACR1 ACR2 ACR3 ACR4
ACR(t) )
/ Xpw /\
BWI/Nve ;
S i
[ [ [2 3 @

Q1 Q2 Q3 Q4

Qmax

Txds

Figure 7: Pictorial View of ACR(t) and Q(t) in EFCI Switch.

e Phase1: ACR;(t)

At timet = 0, acongestion indication from the switch is received at the source
end system, and Phase 1 startswith aninitial value AC'R; (0). During this phase,
the next cell emission time is determined by an inverse of the current ACR (),
and thenew cell emission rateisdetermined by subtracting AD R from ACR (1),
where ADR equalsto ACR;(0)/RD. A differential equation for ACR, (t) is
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then obtained as
dAC R (t) B ACR;(0)

i~ Rmp AR
which gives
ACR;(0)
ACR(t) = ACRy(0)e” ®rD *. (8)

Note that M CR is not considered in the above equation, i.e., MCR = 0 isas-
sumed in our analysis.

Phase2: ACRy (t)

In this phase, the source end system receives the backward RM cells at aconstant
rate since the switch is fully utilized, that is, 0 < Q(t — 7.4s). By letting the
interarrival time of the backward RM cells be z, we have

_ BW
z  Nve Npyo

Actualy, ACR isincreased only when the backward RM cell is received, and
otherwise decreased continuously like Phase 1. However, we consider the values
of ACR at the time when ACR isincreased. Then, we derive an envelop of
ACR in Phase 2 asfollows.

dACRy(t)  ACRy(t)ADR+ Npa ADR + Npar AIR
dt N T
Neur ACRy(t) ACRs(t)
= —__BM 4 P2 | Ny 252 N AT
BW/Nvo CRy(t) 7D + Nruvr =D + Nrm AIR
ACRs(t)?  BW BW
= — A t)+ —AI
RD | RDNve CRQ(HNVC k

By solving the above equation for AC R,(t), we obtain

are” Mt 4 qore 2t
ACRQ(t) = ¢ (e—alt + ,re—agt) ) (9)

where a; and ay are roots of the equation
a® + coa + cre3 = 0,

and ¢y, ¢o and c3 are given by

1 BW _ BWAIR

R—D ; C2 C3

= = RDNvo' Ny

Theinitial transmission rate AC' R, (0) determines r in Eq.(9) as
a1 — C1 ACRQ (0)

- C1 ACRQ(O) — a9 '
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e Phase 3: ACRg(t)

Phase 3 continues during 7,4, after the queue length at the switch becomes 0. In
this phase, the RM cell arrives at the source end system depending on its own
rate ACR3(t — 7). By letting the interarrival time of two successive backward
RM cells be z, adifferential equation for AC R;(t) should satisfy the following

equation.
dACRs(t) _ Npm ATR+ Ny “GBY + ACRy(1){1 — B
dt T ’

However, it is difficult to solve the above eguation, then we approximately use
thefollowing eguation by neglecting the second and third termsin the numerator.

dACR3(t) ., Npm AIR
dt N x
Recalling that AC'R is decreased during not receiving RM cells, the interarrival
times of two successive RM cells z satisfies,

ACRg(t—T1)

xr
/ ACRs(t — T)e~""F5Ydy = Nas,
0

which leads to

ACR3(t — )

Finally, AC Rs(t) issolved as
ACR3(t) = ACRs3(0)e”, (10)

where G is given asaroot of the equation

Nry AL
6= rM R e 8.

e Phase4: ACRy(t)

ACR4(t) isgiven in the equivalent form to AC R, (t) since the receiving rate of
RM cells at the source end system is just same as in the case of Phase 2,

3.2.2 Evolution of ACR(t) and Q(t)

In what follows, we present the evolution of ACR(t) and Q(t). For this purpose, we
should determine theinitial values AC R;(0) and the length of each phaset; ;. Given
initia ratesin Phase 1, @y (¢) is obtained as

t
Q1(t) = Q1(Tpas) + (Nye ACRy(xz — T5z) — BW)dz. (12)

T=Tzrds
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Thelength of Phase 1 #15(= t1) isgiven as
t12 = X1 + Tads,

where z,; is obtained by solving the equation @ (1) = Q. In what follows, we
will use a convention 27, = Q; (Qy,) for brevity.

For Phase 2 and later phases, we need a careful treatment since some of phases do
not appear dependent on the parameters. First, let us introduce 17,2 as

zr2 = Q5 (0) — Q51 (Qr).

i.e., 219 isthetimefor the queue length to reach O after it goes below @),. Further,

TBW = ACR;I(N—VC) - tl,

which definesthe timewhen the aggregate AC R reaches BW . We should consider the
following four cases depending on x5, zpw and 75,. See Fig. 7 which corresponds
to Case 1 in the below.

Casel: 210 < T,%19 < LBW + Tsz
Case2: z12 < 7,712 > TpwW + Tsz
Case3: 19 > T, 2192 < LBW + Tz
Cased: zro > T,%12 > LBW + Tz

Dueto lack of space, only Case 1 and Case 4 are explained. In Case 1, we have

to = 11 +x12

Q(t) = 07 t? + Tox < t < t3 + Tsg.
In the above equation, t3 is given by
t3 = to+apy +T,

where 2’5y, is the time when the aggregate AC' R reaches BW, that is,

BW
2y = ACR3 ' (o—) — ta.
Nve
Further,
Q(t) _ 0, t2+T5I<t§t2+T5I+$IBW
A tat, (NVe ACRs (2 = Top) = BW)dz, by + Top + 2y <t <ty + T
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Finally, we obtain equations for Phase 4 as

ty = t3+tga~+ Tugs
t
Q) = / (Nve ACR4(x — 70) — BW)dz, ts+Top < t < t4 + Tan,
t3+7_sm

where tg4 iSgiven by

tns = Q" (Qu).

In Case 4, the queue length never reaches 0. Namely, the switch is always fully
utilized. Since neither Phase 2 nor 3 appears in this case, we have

ty = Q1 (Qu) + Tads-
Q4(t) isthen obtained from Eq.(11).
Finally, by setting
ACR1(0) = ACR4(t4)
Q1(0) = Qa(ts+ Tds),

and calculating the above equations iteratively, we can obtain the dynamical behavior
of EPRCA with the EFCI switch in steady state.

3.2.3 Parameter Tuning

In this subsection, two suggestive results are presented for parameter tuning: a max-
imum queue length in steady state and a condition that the link is never under-utilized.
The former isrequired for dimensioning the appropriate buffer size of the switch with
cell-loss free. The latter is necessary to obtain high throughput.

Maximum Queue Length

To obtain the maximum queue length, we first obtain a maximum rate of AC'R,(¢) by
letting t — oo.

arel®2 =0t 4 gy
c1(elez—a)t 4 )

tlgglo ACRy(t) =

t—00

BW +/BW? + 4Nyvc RD BW AIR

12
Nve (12)

Noting that AC R4 (t) may terminate before reaching its maximum value dependent on
system parameters, we can obtain an upper bound of the maximum queue length from
this equation as follows.
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Suppose now that the source end system receives congestion indication at timet =
0, and that its AC' R equals to its maximum value, i.e.,

ACR;(0) = ACRy(c0).
Q1(t) starts at time ¢t = 7, with itsinitial value Q(7;,) given as
TedstTsa
Q(1s2) = Qu +/0 (Nye ACRy(00) — BW)dt
- QH + (NVC’ ACR4(OO) — BW)T.

The gqueue length beginsto decrease when the aggregate cell arrival rate at the switch
isbelow the link bandwidth BW at time t,,,.;, which is given by

ACRy(c0),
= RD tmaz

NVC ACR4(OO)€ — BW,
By solving the above equation for #,,,,, we have

" N RD lo NVC ACR4(OO)

mar = ACRi(o0) 2T BW

Then, from Eq.(11), we have the maximum queue length Q.. as

Qmam = Ql(tmam)
BW

= Qu + (Nyc ACR4(00) — BW)T + NyeRD(1 — —)
Nve

. BW RD lo chACR4(OO)
ACRi(0) 2~ BW

where AC R4(o0) isgiven by Eq.(12). We can observe from the above equation that the
number of VC's has a serious impact on the maximum queue length especially when
the propagation delay between the source and destination end system is large.

Conditionsfor Avoiding Under-Utilization

Aspreviously noted, afull link utilization isaccomplished by the following conditions,
which corresponds to Case 4 in the previous subsection.

Lo > T,

Tpw + Tse < Z[Lo2.

3.2.4 Numerical Examples

In this subsection, we provide numerical examples for the EFCI switch. Threshold val-
ues Qg and Oy, are identically set to 500, and the bandwidth of bottleneck link is set
to 353.208 cells/msec assuming 156Mbps ATM link. For other control parameters, the

26



values suggested in [16] (see also Appendix A) are used throughout this paper unless
other values are explicitly specified. Eq.(7) is used for BW, that is, the overhead for
forward RM cells are taken into account to compare with other switches.

Figures 8 and 9 show the effect of the number of VC's, M, on ACR(t) and Q(¢),
respectively. We choose the propagation delay %, = 7,4 = 0.005 msec (2km between
source and destination) as atypical value for aLAN environment. In the figures, itis
easily observed that the maximum queue length becomeslarge and the cycleislengthened
as Ny¢ increases. However, the maximum queue length can belimited to an acceptable
value in the LAN environment when the number of VC'sisfairly small.
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Figure 8: Effect of Ny on ACR(t) in EFCI Switch (7 = 0.02msec).
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Figure 9: Effect of Ny on Q(¢) in EFCI Switch (7 = 0.02msec).

ACR(t) and Q(¢) for different values of propagation delays are next compared in
Figs. 10and 11. Ascan beobserved inthefigures, thelarger 7 causes slower congestion
notification, and it results in increase of the maximum queue length. Further, the under-
utilization appears when the propagation delays 7 is beyond 2.0 msec (about 400km).
Therefore, from these numerical results, we may conclude that the EFCI switch should
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be used in rather small networks.
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Figure 10: Effect of Propagation Delay on AC'R(t) in EFCI Switch (M = 10).
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Figure 11: Effect of Propagation Delay on Q(t) in EFCI Switch (M = 10).

Another problem of the EFCI switch can be found by larger M« as has been de-
scribed in Subsection 2.2. Figure 12 shows that the maximum queue length grows
amost linearly. Aswill be shown in the following subsections, the maximum queue
length can be decreased considerably by introducing BES or EDS switches. However,
when we consider an initial transient state, that is, when all connections start its cell
transmission at same time, the growth of the maximum queue length becomes unac-
ceptable even with BES or EDS switch as has been described in Subsection 2.3. This
isextensively investigated in [30]. In[30], the effect obtained by introducing the PEDS
switch is also demonstrated.
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Figure 12: Effect of Ny on Maximum Queue Length in EFCI Switch.

3.3 BES Switch
3.3.1 Analysis

Asdescribed in Subsection 2.3, the BES switch informsits congestion occurrenceto the
source end system by setting the CI bit in the backward RM cell. While the main pur-
pose of the BES switchisto achieve fairness among connections by intelligent marking,
the above mechanism enables afaster congestion signaling to the source than the EFCI
switch. Inour current model, the analysis of the EFCI switch obtained in Subsection 3.2
can directly be applied to the BES switch (1) by replacing the parameter %45 with 7,
and (2) by assuming that C'C' R used for calculating M AC'R is not an outdated value.
By thisassumption, CC R islikely to be equal to M AC R. Noting that the forward RM
cellsare required in the BES switch, BW should bereplaced by BW given in Eq. (7)
in the following analysis.

With the same approach as in the EFCI switch, the maximum queue length for the
BES switch is obtained as

Qmaz = Qu + (Nyc ACRy(00) — BW')T + Nye RD(1 — BW' /Nyc)
BW'RD

~ACR o0y ¢ (Nvc ACR: () /BW') .

3.3.2 Numerical Examples

Figures 13 and 14 show the effect of Nvc on ACR(t) and Q(¢) for 75, = 7,4 = 0.005.
The effects of the propagation delays are also shown in Figs. 15 and 16 for N =
10. To see the effect of the BECN like capability of the BES switch more clearly, the
distance of the switch from the source () is changed in Figs. 17 and 18. In those
figures, 7y, + 7,4 isfixed a 1.0 and Ny¢ is 10. We can easily observe the effect of
the BECN like quick congestion notification of the BES switch. The maximum queue
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length can be reduced from 3,000 to 2,000 in the case of 7 = 2.0 (see Fig. 11).
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Figure 13: Effect of Ny on ACR(t) in BES Switch (7 = 0.02msec).
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Figure 14: Effect of Ny on Q(t) in BES Switch (7 = 0.02msec).

3.4 EDSand PEDS Switches
34.1 Analyss

The EDS switch has an explicit rate reduction

parameter M RF. Asshown in Appendix A,
15/16 and 1/4, respectively.

When the queue length becomes beyond @ and still below DQT', M AC R isused
to determine the sources of which AC' R islarger than other sources. Thisselection cap-
ability isused for achieving fairness among connections. However, in our analysis, we
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mechanism. When the queue length be-
comes @ 7, the switch forces sources with larger AC'R to gradually decrease its rate
using parameter ERF'. If the queue length still grows and reaches DQT, the major
rate reduction is performed. In this case, ACR’s of all sources are reduced by using
typical values for ERF and M RF are
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Figure 15: Effect of Propagation Delay on AC'R(t) in BES Switch (M« = 10).
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Figure 16: Effect of Propagation Delay on Q(t) in BES Switch (M = 10).
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Figure 17: Effect of Switch Location on AC'R(t) in BES Switch (M = 10, 75, +

Ted = 1).
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Figure 18: Effect of Switch Location on Q(t) in BES Switch (M¢ = 10, sy + Toq =
1).

assume that all connections behave identically. Therefore, when the queue length ex-
ceeds Qy, all source end systems are enforced to reduce its ACR if M ACR is calcu-
lated properly according to the algorithm, which is our main assumption in this section.
Let ACR'(t) be ACR recognized by the EDS switch at time ¢. We further introduce
ACR(t) whichis ACR'(t) in Phase 7. According to the above assumption, we have

ACR,(t) = ACR;(t - Q(t)/BW — Tsz), (13
ACRj(t) = ACR'(t—t;), ti1<t<t. (14)

In the EDS switch, M ACR is used to determine new AC R for each source end sys-
tem when the switch is congested. M AC R should remain fixed in an ideal situation.
However, asindicated inthe above equations, AC R (t) contains Q(t) because the switch
recognizes AC R of the sources when it processes the forward RM cells. In congestion,
the queue length tends to become large, which shows that AC R contained in the RM
cell becomestoo old to be used for estimating appropriate M AC' R. Therefore, wein-
troduce the prioritized EDS (PEDS) switch in which the RM cells are processed with
high priority over the data cells. By this mechanism, Eq. (14) becomes

ACR'(t) = ACR;(t — Tsy). (15)

In what follows, analytic results only for the PEDS switch are presented. Further, due
to alack of space, we show the analysis only for the case where the network is fully
utilized. However, other cases can also be treated in a similar manner as in Subsec-
tion 3.2.

We divide one cycle into three phases following behaviors of ACR(t) and Q()
(see Fig. 3.4.1). First, ACR;(t) is determined. During Phase 1, the rate is gradually
decreased with parameter ERF. A differential equation for AC R () can be written
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A MA 1— ERF

where z is afixed interval between two consecutive RM cells and given by
1_ BW/Nye
x N NRM '

Therefore,

Nyg MACR(1-BRF),

ACR;(t) = ACR:(0)e BW Npa

ACRy(t) and AC'R3(t) can be obtained by Egs. (8) and (9), respectively.

Phase Number
3 1 2 3 1

ACR(t)

Major Reduction

N

Q) 3 1 2 3 1

BW/Nvc

DQT

QH

Txds Txds Txds Txds t

Figure 19: Pictorial View of EDS Switch with Major Reduction.
To consider (), let usintroduce tpgr, tg,, and z; defined as

tpor = Q3 (DQT),
tQH = QEI(QH)a

1 = tpor —tQy,

where z; is the time duration that queue length reaches DQT since it is beyond ().
Based on the relation between 2; and 7, the following three cases should be considered.

o Casel: z; < 7 (Fig. 3.4.1)
The length of Phase 1 is given by

tO,l = X1+ Tgds-
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Then, initial values for AC Ry (t) and Q2(t) in Phase 2 are derived as
ACR,(0) = MRF ACR;(t; — Ts2),
Q2(0) = Qu(t1+ Tsa).
The length of Phase 2 is obtained as
ti2 = T2+ Tzds,

where zo = Q5 ' (Qr,). In the same way, initial values for AC Rs(t) and Qs(t)
and the length of Phase 3 are obtained as

ACRs3(0) = ACRs(ta),
Q3(0) = Qata + 7o),
tog = xz3+T,
where 3 = Q3 ' (Qn).
e Case2: z; > 7 and maz(Qi(t)) > DQT
The length of Phase 1 is given by
tog = Tads TtDQT + Tads
tpor = Q1'(DQT).
Accordingly, the initial values and the length of Phase 2 are derived as
ACRy(0) = MRF ACR;(t — Tsp),
@2(0) = Qi(t1 + Tsa),

ti2 = T+ Tads,
where 2o = Q5 ' (Qr,). Phase 3 is equivalent to that of Case 1.

e Case3: z; > 7 and maz(Q1(t)) < DQT
The behavior of this caseis obtained by eliminating Phase 2 of Case 1.

3.4.2 Maximum Queue Length

The maximum gueue length for the EDS switch can be obtained by the same method
asin the case of the EFCI switch in Subsection 3.2.

e Casesland 2: max(Qq(t)) > DQT

In this case, the queue length reaches its maximum value %, after when major
reduction occurs at ¢t = ¢;. Hence, the maximum queue length can be obtained
as

Qmaz = Q(tl + Tsx)-
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e Case3: maz(Q:(t)) < DQT

In this case, no major reduction occurs. It means that the maximum queue length
Qmaz Can be obtained with the same method in the case of the EFCI switch in
Subsection 3.2, that is,

Qmaz = Ql(tmam)-

where t,,,4. IS given as

BW Ngruy Nyc ACR3(o0)
tmar = log .

Nyc MACR(1 — ERF) BW

3.4.3 Numerical Examples

In Figs. 20 and 21, the effect of Ny on ACR(t) and Q(¢) in the PEDS switch are
illustrated for 7 = 0.02. The effects of propagation delays are depicted in Figs. 22 and
23 for Ny = 10. In obtaining these figures, DQT is set to 500 and both of () and

Q1 are set to 100. In all cases, the effect of major rate reduction is apparent because
the queue length can drastically be decreased when compared with other EFCI and BES
switches. However, we notice that the link is not fully utilized when 7 becomes large
(Fig. 23). Thisisdue to inappropriate control parameter settings ERF'(= 15/16) and
MRF(= 1/4). Weneed set control parameters carefully to achieve better performance
in the EDS switch. For example, thecase of ERF = 1/2 isshown in Figs. 24 and 25.

In those figures, we can see that the maximum gueue length is limited under 500 and
that the network is fully utilized.
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Figure 20: Effect of Ny on ACR(t) in PEDS Switch (7 = 0.02msec, ERF =
15/16).
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Figure 21: Effect of Ny on Q(t) in PEDS Switch (7 = 0.02msec, ERF = 15/16).
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Figure 23: Effect of Propagation Delay on Q(t) in PEDS Switch (N¢ = 10).
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Figure 24: Effect of Ny on ACR(t) in PEDS Switch (7 = 0.02msec, ERF = 1/2).

Queue Length: Q(t)

10 15 20
Time (msec)

Figure 25: Effect of Ny on Q(t) in PEDS Switch (7 = 0.02msec, ERF = 1/2).
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4 Initial Transient State Analysis of Enhanced PRCA

When one or more connections start their cell transmission at once, queue length at each
switch grows considerably unless control parameters such as IC'R (Initial Cell Rate)
are set properly. In this section, we analyze the EPRCA ininitial transient state using
the same analytic model presented in Subsection 3.1.

4.1 EFCI Switch

Inthissubsection, weanayzetheinitial transient behavior of theallowed cell rate AC R(t)
and the queue length Q(¢) of the EFCI switch for agiven IC R to show that an appro-
priate choice of IC'R plays an important role for achieving effective control while su-
pressing the maximum queue length to an appropriate value. Thelatter isimportant for
buffer-dimensioning in designing ATM switches.

4.1.1 Derivation of ACR(t)

Figures 26 and 27 show pictoria viewsof ACR(t) and Q(t) of the EFCI switch in the
initia transient state for different 7C'R’s. Asillustrated, the evolution of AC R(t) and
Q(t) isclassified into two categories according to the following relations.

Nyvc ICR > BW (16)
or
Nye ICR < BW (17)

To seethis, wewill derive AC R(t) and Q(t) from now on. Here, we should note that a
morerigorous treatment is required regarding the above classification because it should
also be affected by other parameters as will be shown in the below.
We first divide AC R(t) into phases, each of which has a different form dependent
on the congestion status of the switch. There are three types of ACR(t).
Typel: ACR,(t)
ACR(t) is decreased exponentially.

Typell: ACR;,(t)
ACR(t) isincreased and the offered load to the link is below its capacity BW'.

Typelll: ACR;(t)
ACR(t) isincreased and the offered load to the link is beyond its capacity BWV.
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Figure 26: Pictorial View of EFCI Switch (/CR < BW/Ny¢).
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Figure 27: Pictorial View of EFCI Switch (/CR > BW/Ny¢).
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Inthecaseof Ny ICR > BW, ACR,(t), ACR;,(t), ACR;,(t) appearsinthat order
(Fig. 26). Then, AC R4(t) and AC R;,(t) are repeated. On the other hand, acycle con-
sisting of AC'Ry(t) and ACR;, isrepeated in the case of My« ICR < BW (Fig. 27).
Let us denote AC'R;(t) and the corresponding Q;(t) as ACR(t) and Q(t) of Phase 1,
respectively, that is,

ACRZ(t) = ACR(t - tifl), 0<t<ty, (18)
Ql(t) = Q(t — tifl), 0<t< ti, (19)

where t; is the time when Phase 1 terminates. Further, the length of Phase 7 is defined
by

tici; =1t —ti—1. (20)

Each source end system transmitsan RM cell followed by data cellsat time0. Until
it receivesthe first RM cell, its AC'R is decreased exponentially. At time %, the RM
cells arrive at the switch. At this time, the switch is not congested, and the RM cells
will be returned to the source. In actua, it takes one cell time for the switch to handle
each RM cell. Then, it may be queued up during processing RM cells when the number
of VC'sislarge. However, we assume that all RM cells from sources are transferred
simultaneoudly by the switch. Sincethe queuelengthiszero at time z,,, all sourceswill
increase ACR at time 7, +7,.4s = 7 by receiving thefirst backward RM cell. The next
phase is determined by the relation between IC' R and BW /Ny Typell (ACR;,(t))
appearswhen Ny« ICR < BW (Fig. 26), and Typelll if NyoICR < BW (Fig. 27).
Notethat the derivation of AC'R(t) and Q(t) hasalready been shown in Subsection 3.2,
that is, ACR,(t), ACR;,(t) and ACR,,(t) correspond to AC'R; (t), ACRs(t) and
ACR3(t), respectively. Then, evolution of ACR(t) and Q(t) isshown by determining
the length and the initial value of each phase.

4.1.2 Evolution of ACR(t) and Q(t)

Inthissubsection, AC'R(t) and Q(t) are derived by taking the same approach presented
in Subsection 3.2.

e ICR< BW/NVC

In this case, ACR is decreased until the first RM cell is returned to the source
end system at ¢t = 7. Therefore,

thh = 7 (21)
ACR\(t) = ACR4t), 0<t<t, (22)
Ql(t) = 0, 05t <1y + Tou (23)
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wheretheinitial valueof ACR, (t) isICR. ACRisthenincreased until reaching

at the value BW/Ny¢.
ACRy(t) = ACRu(t), 0<t<tyy, (24)
QQ(t) = 0, 7o <t<t12+ 7o (25)

Thetime 15 isgiven by as

tio = ACRy; (BW/Nyc) + 1 (26)
During Phase 3, the queue length grows and RM cells are returned with afixed
interval Ny Ngar/BW and ACRisincreased according to AC' Ry, (t).
ACR3(t) = ACR;(t), 0<t <t (27)

t
Q) = [ (Nvo ACRs(—70) = BW)ds, 702 <1< b3 +@9)

=Tsx

where t93 is asolution of

Q3(t23) = Qu. (29)

In what follows, we will use the convention 3 = Q5 L(Qp) for brevity. After
the queue length reaches the threshold value @, ACR isagain decreased. ACR
is then increased when @ becomes the lower threshold value ).

e ICR > BW/NVC

Inthis case, ACR isdecreased until thefirst RM cell isreturned to the source end
system at t = 7 asinthe above casg, i.e.,

thh = 7 (30)
ACRy(t) = ACR4(t), 0<t<ty, (31)
Ql(t) = /t (NVC ACR1 (:E - Tsx) - BW)d(L‘, Tsx S t S t1 —i—(ﬁ%)

=tsx

If ACR, () isstill beyond BW /Ny, ACR isincreased and the RM cells are
returned with afixed interval Ny Nrar/BW during Phase 2.
ACRy(t) = ACR(t), 0<t<ty, (33)

t
QZ(t) = Ql(tl + Tsm) + (NVC’ ACRZ(QS - Tsm) - BW)dQS, Tox ST < 119 +@4’)

r=tsx
where t15 is asolution of

t1g = Q2_1(QH) + Tzds (35)

Otherwise, Phase 2 according to AC'R;,,(t) begins as in the above case. When
the queue length reaches the high threshold value @y, ACR is again decreased.

Last, we note that for later phases, the steady state analysis presented in Subsec-
tion 3.2 can be applied.
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Maximum Queue Length
In this subsection, we show the maximum queue length for two cases.

e ICR< BW/NVC

Asshownin Fig. 26, () reaches at its maximum value during Phase 4. Let the
gueue length take its maximum value Qpae a tmaee- Then, we have arelation

Qmax = Q_l(tma:v) (36)
tmaz = ACR™'(BW/Nve) + Tss (37)

e ICR > BW/NVC

Asshown in Fig. 27, Q(t) reaches at its maximum value during Phase 3 as

Qmax = Q_l (tmax)a (38)
tmaz = ACR™ (BW/NVC) + Tog- (39)

4.1.3 Numerical Examples

In this subsection, some numerical examplesfor the EFCI switch are provided. Inthese
examples, both Qy and @1, areidentically set to 500, and other control parameters are
set to the suggested values shown in [16] (see Appendix A).

Theeffects of the propagation delayson AC R(t) and Q(¢) aredisplayed inFigs. 28
and 29 for Ny = 10. Since alarger value of T causes slower congestion notifica-
tion, the queue length is built up initially. Therefore, it is hard to directly apply EFCI
switches in the case where we interconnect LANS located in the long distance. After
then, the queuelengthiscyclically fluctuated. For example, the maximum queue length
is 2,000 in the case of 7 = 1.0 in steady state (see Subsection 3.2) while the queue
length becomes about 1,240 initially.

Figs. 30 and 31 show AC'R(t) and Q(t), respectively, for different values of Nc.
The propagation delay between the source and destination end systems are set to be
0.05 msec (around 2km) as atypical value for aLAN environment. It is obvious that
thelarge Ny causes anincrease of the maximum queue length even in the case of short
propagation delays. In Fig. 30, ACR(t) is growing in spite of the switch congestion
when Nye = 50. It isdue to the form of ACR(t) given by Eq. (9). Therefore, the
gueue length becomes large instead of congestion relief.

A possible solution for decreasing the maximum queue length isto set IC' R prop-
erly. In Fig 32, the different values of 7C'R are used in the case where Ny« = 50 and
7 = 0.02. Ascan be seen in the figure, appropriate IC R can decrease the maximum
gueue length to some extent. However, it requires to know the active number of con-
nections, Ny, inadvance. If it isdifficult to estimate it, we need (1) faster congestion
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Figure 28: Effect of Propagation Delay on AC'R(t) in EFCI Switch (M« = 10).
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Figure 29: Effect of Propagation Delay on Q(t) in EFCI Switch (M = 10).
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Figure 30: Effect of Ny on ACR(t) in EFCI Switch (7 = 0.02 msec).
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Figure 31: Effect of Ny on Q(t) in EFCI Switch (7 = 0.02 msec).

notification achieved by the BES switch which will be presented in the next section, or
(2) explicit rate reduction by EDS switch in Section 4.3.
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Figure 32: Effect of Initial Transmission Rate on Q(t) in EFCI Switch (M« = 50).

4.2 BES Switch
4.2.1 Analysis

In our current model, the analysis for EFCI switches obtained in Section 4.1 can be dir-
ectly applied to the BES switch by replacing the parameter 745 with 7. In the BES
switch, when the queue length is between Qy and DQT, the congestion notification
is selectively performed using M ACR. Therefore, if M ACR is started with a small
value at time 0, congestion is notified to the source end system if the queue length ex-
ceeds Qi according to the control algorithm. However, inthe current study, wewant to
estimate the upper bound of maximum gueue length in the initial transient state. Thus,
we assume that M AC'R is started with arather large value so that the source end sys-
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tem is not notified of congestion even when the queue length becomes (J;. This situ-
ation takes place when anumber of connections simultaneously starts cell transmission
after a single connection has been occupied the link. To avoid this, some mechanism
might be required for the BES switch so that if thelink isnot used during asome period,
MACR isresettoitsinitial value TM R.

4.2.2 Numerical Examples

To see the effect of fast congestion notification of the BES switch, the different values
of the propagation delays are used to illustrate Figs. 33 and 34. Here, the propagation
delays 7, (from the source end system to the switch) and 7.4 (from the switch to the
destination end system) are set to be identical. The initial value of M ACR, IMR,
isset to BW. Asdescribed in the previous subsection, the threshold values (}; is not
meaningful inthe current analysis, and DQT isset to be 500 whichisidentical to ¢}y of
the EFCI switch. By comparing with Figs. 28 and 29 for the EFCI switch, superiority of
the BES switch is obvious. For example, the maximum queue length can be decreased
from 1700 to 1200 when 7 = 2.0msec.
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Figure 33: Effect of Propagation Delay on AC'R(t) in BES Switch (M« = 10).

The location of BES switch affects its performance. Fig. 35 shows evolutions of
Q(¢) for different 7,,’s while the number of VC's and the distance between the source
and destination end systems are fixed (M,c = 10 and 75, + 7,4 = 1.0). This result
indicates that as the switch is located near the source, the maximum queue length is
decreased because of faster congestion notification to the source. However, the BES
switch is helpless regarding the large VC’s problem. The maximum queue length can-
not be decreased even if the BES switch is introduced when 7, islarge relative to the
end-to-end propagation delay.
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Figure 34: Effect of Propagation Delay on Q(t) in BES Switch (M = 10).
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Figure 35: Effect of Switch Location on Q(¢) in BES Switch (M = 10).
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4.3 EDS Switch
4.3.1 Assumptions

In addition to the assumptions introduced in Section 3.1, the following assumptions are
made in analyzing the EDS switch.

1. Thenumber of VC'sislargesuchthat Ny« > BW/ICR. Thecondition Ny¢ <
BW/ICR isideal in the sense that the number of cellsinitially accumulated at
the switch buffer can be eliminated, as has already been shown in EFCI switches.
Therefore, we only consider the former condition to investigate the worse case.

2. Each connection sends afirst RM cell at ¢ = 0. Then, it isfollowed by data cells.
Let ¢/, be the time when the switch processes n-th forward RM cell sent by the
source and carries out EDS operations, i.e., an update of MACR.

Ny (N, 1
t;z = (n - 1)% + Tsz- (40)

Here, we assumethat RM cellsfrom all sources are processed at time{, while, in

actual, it takes one cell timeto handle each RM cell. If the queue length is above
Q, the estimation using MACR is performed according to the algorithm. As
in the case of the BES switch, MACR is assumed to begin with a large value.
Further, we introduce ¢, which is the time when the source end system possibly
receives n-th RM cell for major rate reduction. Such a case takes place when the
switch revives the backward RM cell and the queue length exceeds DQT.

NVC(NRM + 1)

B T, (41)

tn, =(n—1)
where t; is defined as 0.

3. Therate reduction to ER = M ACR x ERF') does not take place because an
initial value of MACR is large by our assumption.

4.3.2 EDS Switch without Priority Control

In this subsection, we treat the EDS switch without priority control in which the RM
cells and data cells are emitted in a FIFO order at the switch.

Beforederiving AC' R(t) and Q(t), weintroduce two additional functions; AC R(t)
and MACR(t). Let ACR!(t) be ACR recognized at the switch. Thisis required be-
cause ACR(t) isthe rate of the source at time ¢, but due to the queueing delay at the
switch, ACR which the switch recognizes at time ¢ isnot ACR(t — 7,). Actualy,
ACR'(t) isgiven as,

BW

ACR'(t) = ACR (—
( ) NVC(NRM+1)

(t-7) (2)
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Inversely, ACR of the source end system at time ¢ is recognized at the switch at time
Nve(Nry + 1)
BW
Attimet, if the queue length is above Qy, M AC R(t) begins to be updated us-
ing ACR contained in the RM cell. We assume that RM cells from the number N¢
of sources are processed at the switch at same time, i.e., the switch calculates MACR
through ACR’s contained in RM cells from My sources immediately without delay.
This assumption gives M ACR(t) as

(t+ Tsz)- (43)

Nyo—1
ACR'(tp) x AV Y~ (1—AV)' + (1 — AV)MC MACR(t,—)
=0
= ACR'(th) x (1 — (1 — AV)Mve=hy 4 (1 — AV)NVC M ACR(t] (4%)

MACR(t))

where AV isan averagefactor (see Appendix). Notethat M AC R(%,) becomesidentical
to ACR!(t},) when Ny = oo. We have M ACR,,(t), which is defined as M AC R(t)
fort, — Tep — 27pq < t < tpy1 — Tsy — 2T4q 8S
MACR(t) = IMR, 0<t<ty—Teyy— 27pa,
MACR,(t) = ACR'(tp, — Tse — 2734) % (1 — (1 — AV)Nve=1),
+(1 — AVYWVC M ACR(t), — Top — 2744)
n>2, tp— Ter — 2Tpd <t < tpg1 — Tex — 2Tpa- (45)

Using the above functions, we now obtain ACR(¢) and Q(t). Let ACR,(t) be
ACR(t) for t,, < t < tp1(n > 0). Then, we have (Fig.3.4.1)

ACRy (0)
ACR,(t) = ACR,(0)e —rD () ¢ <t <tpy (46)

where theinitia values ACR,(0) are given as

ACRy(0) = ICR, (47)
MACR, (t, — Tss) X MRF, if Qo(t1 — Tsz) > D
ACR,(0) = 1t = Taz) X T @olh = 7o) 2 Dl
ACR(27sz + T2q) + Nrmr(AIR + ADR), otherwise
MA n tn_ ST M F, if n— tn_ ST ZD T
ACR,_1(t,), otherwise

Here, we should take account of possibilities of major rate reduction.
The corresponding queue length is determined as

t (Npy +1
Qolt) = / {%NVCXAORO(:U—TM)—BW}M, Tew <t < t1 + £50)

t Npy +1
Qn(t) = Qu-1(tn + Te) + {I;VMiNVC x ACRy (% — Tsy) — BW} dz,
tnt+Tsz RM
tp + Tog St <tpy1 + Tsg. (51)
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In the below, we will derive an formula for the queue length just before the first
major reduction, which islikely to happen at time % in the case of the large number of
Nyc. Firgt, the queue length at time ¢; + 74, iS given by

t1+7sz N + ]_
Qo(ts + Teg) = / {%NVC ACRy(t — Typ) — BW} dt
N, 1
= %NVC RD(1— e ®07)—BW T (52)
RM

Then, the queue length at time ¢, + 74, iS given by

Q1(t2 + Toz)

to+Tsz NRM + 1
— Qolty + 7e0) + {—

Nve ACRy(t — 7o) — BW} dt
Nrm

t1+Tsz
Npy +1

Nrm

ACR; (0) Ny (Ngasr+1)
MD BW

= Qo(h + Tsz) + Nve RD (1 —e ) — NVC(NRM +(5;B.)

where AC'R;(0) was given in eq. (48).

Here, we have assumed that the queue length at time 4 — 75, — 27,4 iISbeyond Q g,
and that the queue length at time &, — 7, exceeds DQT'. Dueto the lack of space, we
omit the condition that this case takes place, but it iseasily obtained. The condition that
the queue length does not increase after % is given by

NVC X ACRQ(O) < BW
where

ACRQ(O) = MRF x MACRQ(tQ — Ts:v)
MRF x ACR'(ty — Tgy — 2744)

ICR |:1+N BWrsz ]

1%

vc (NRar+1)

= MRFXxICRxe TP . (54)

Aswill be shown in the numerical examples, the above queue length does not always
give the maximum value at the initial transient state. However, in eq.(53), we have
a free design parameter M RF’, and it can prevent the queue length to unacceptably
become large.

4.3.3 EDS Switch with Priority Control

In this subsection, the prioritized EDS switch isevauated wherethe RM cellsare given
preferential service at the switch viaHead-of-Line priority discipline, i.e., the RM cells
are always served if any at the switch buffer. The additional assumptions for the ana-
lysisto be tractable are described below.
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1. The bandwidth available to the data cells is given by subtracting the bandwidth
for high priority RM cells from the total bandwidth, i.e.,

Nrm

BW———.
Nry +1

2. ACR'(t) equalsto ACR(t) at timet — 74, because of preferential serviceto RM
cels, that is, the RM cell is processed immediately on itsarrival at the switch.

ACR/(t) = ACR(t — Tsz) (55)

Therefore, we neglect the delay due to contention among RM cells.
3. n-thbackward RM cdll arrives at the switch at time#, = s, +7 wheres,, satisfies
/0 " ACR(#)dt = (n— 1) Naar. (56)

That is, we heed not take account of queueing delay of RM cellsduetoitspriority
service.

The definition of ACR(t) isjust same as in the case of the EDS switch without
priority control. The queue length at the switch is then obtained as

t N 1
Qo(t) = / {NVC x ACRy(z — Tgy) — BWM} dr, Te <t <t +157)
Tsx NRM
¢ Npyr +1
On(t) = Qni(tn +7ea) + {NVC « AC (& — Top) — BW?VMi} dz,
tn+Tsz RM
n>1, th+ T <t <tpy1+ Tsp (58)

If the first mgjor reduction occurs at time %, the queue length at time &, + 75, iS

given as
t2+Tse NRM + 1
Ql(tQ =+ Ts:z:) = QO(tl + ng;) + {NVC X ACRl(t — Tsm) — BW*} dt
t1+Tsz Nrm
ACRq (0) ¢ N;
= Qo(ti +75) + RDNyc(1 —e = 7D ) — BW (t2 — t1) ——o(5Q)
14+ Nrys
where
t1+Tsz N 1
Qolt1 + Toz) = / {NVC x ACRy(t — Tsg) — BWM} dt
Tsx NRM
> N,
— RDNyo(l — e~ "7D%) — BW t, ——FM (60)

1+NRM‘

In the above equation, #; isabtained asfollows. When s, < 7, thefollowing inequality
holds.

2Tse+Ted
/ ACRy(t) < Nrap + 1.
0
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Then s, is obtained from the following equation,

S .
/ ACRo(t) = RD(1 — e~ 55, (61)
0
That is,
RD RD
= 1 2
27 TCR "® RD — (Namt + 1) (62)
which determines t, from eqg. (56).
On the other hand, when s, > 7, s5 isgiven by
D N, 1 ,
S9 = _IIER log{ RI]\%/[D+ —(1- DT + eAC}%(O)T)} . (63)

If ACRisnot decreased enough to sustain the queue length, the queue length would still
grow. In that case, asmaller value of M RF' should be used to decrease the maximum
gueue length.

4.3.4 Numerical Examples

In this subsection, we provide numerical examples for EDS and PEDS switches. The
suggested control parameters in Appendix are used except DQT, Qg and Q1. DQT
is set to 500, and both @y and @1, are set to 100 for comparison purposes with EFCI
and BES switches.

Initial evolutions of AC'R(t) and Q(t) are plotted in Figs. 36 and 37, respectively.
In these figures, Ny¢ isset to 50 and 7 is varied. The case of the EFCI switch isaso
shown for comparison purposes. The result of the BES switch is not shown because it
is almost same as the one of the EFCI switch. It is remarkable that giving priority to
RM cellsin the PEDS switch can drastically decrease the maximum queue length.

50 T T T
EFCI 1=0.02 —

EFCI1=0.20 ——
40 | EDS1=0.02 -+ ]
EDS 1=0.20
PEDS 1=0.02 -~
PEDS 1=0.20 - -

Allowed Cell Rate: ACR(t)

Time (msec)

Figure 36: Initial Evolution of ACR(t) (M = 50).
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Figure 37: Initial Evolution of Q(t) (M = 50).

In Fig. 38, the maximum queue length in the EDS switch for different values of
Ny¢'s are plotted. The increase of Ny affects the maximum queue length directly
whilethe propagation delay haslittle influence onit. Thenumber of connections, N,
is still amajor dominant factor for the maximum queue length even in the case of the
EDS switch. On the contrary, the influence of N, on the maximum gueue length be-
comes less in the PEDS switch. For example, the required buffer for PEDS switch be-
comes less than 3000 cellsevenif 7 = 2.0 (about 200km) and N = 100. Inthe case
of EFCI and EDS switches, the corresponding values are 18,000 and 14,000, respect-
ively. Consequently, the PEDS switch can be valuable to be implemented even though
it requires an additional control complexity.

20000

"EFCI1=0.20 —
EFCI 1=0.02 -
EDS 1=0.20 -8--
EDS 1=0.02 %

15000 |- PEDS 1=0.20 -+

PEDS 1=0.02 -

10000

Maximum Queue Length

40 50 60 70 80 90 100
Number of VCs

Figure 38: Effect of Ny on Maximum Queue Length.
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5 Simulation Study for Rate-Based Congestion Control M eth-
ods

In the previous sections, we have evaluated EPRCA analytically. Asdescribed in Sec-
tion 2, other methods are proposed in the ATM Forum. In this section, we evaluate one
of new methods called EPRCA++ which has been introduced in Subsection 2.4.2 by
using a simulation technique. The effect of VBR traffic on ABR traffic is also invest-
igated for EPRCA and EPRCA++ when VBR connections are established as well as
ABR connections.

5.1 Comparison of EPRCA and EPRCA++

In this subsection, performance of EPRCA and EPRCA++ are evaluated for the net-
work model, which is same as the one used in our analysis presented in Subsection 3.1.
The propagation delay between the source and destination end systems 7 are set at
0.01 msec, 0.1 msec, and 1.00 msec as typical valuesfor LAN, MAN and WAN envir-
onments, respectively. Thelink speed at the switch is set to 150M bits/sec. Each con-
nection establishment is staggered by 5 msec, that is, the nth connection starts its cell
cell transmission at (n—1) x5 msec. For control parameters of EPRCA and EPRCA ++,
the values suggested in[16, 25] are used. Each simulation run is started at time O msec,
when no connections exist in the network, to time 200 msec.

Figs. 39 through 41 show the allowed cell rate ACR of each connection and the
gueue length at the switch for EPRCA with EFCI, BES and EDS switches, The num-
ber of connections Ny and the the propagation delay T are set to at 5 and 0.01 msec,
respectively. The case of EPRCA++ isshown in Figure 42. From figures, one can eas-
ily find that EPRCA++ gives extremely stable operation compared with EPRCA since
the queue length is very small in the case of EPRCA++. It is owing to EPRCA++'s
precise explicit rate setting capability, i.e., an explicit rate ER in RM cellsis directly
computed by the switch based on the available bandwidth, theinput rate and the number
of active VC’'s dthough it requires additional mechanisms at the switch, for example,
per-V C accounting and a counter for incoming cells.

However, EPRCA++ causes a serious problem as the propagation delay becomes
larger. In Figs. 43 through 46 and Figs. 46 through 50, simulation results for EPRCA
and EPRCA++ are plotted for = = 0.10 and 7 = 1.00, respectively. It can be ob-
served that the maximum queue length of EPRCA++ grows up to 5,500 cells, that is
much larger than the values of EPRCA. It is true that EPRCA++ adopts the FECN like
operation. However, the maximum queue length of EPRCA++ is about twenty times
larger than the one of the EFCI switch case, which isalso based on FECN. It isbecause
EPRCA++ adopts quick start mechanism, i.e., AIR isinitialy setto PC'R. Therefore,
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Figure 40: EPRCA with BES Switch (Ny¢ = 5, 7 = 0.01).
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Figure 41: EPRCA with EDS Switch (Ny¢ = 5, 7 = 0.01).
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Figure 42: EPRCA++ (Nye = 5, 7 = 0.01).

EPRCA++ could become unacceptable for rather large networks. However, the per-
formance of EPRCA++ might be improved by, for example, changing the target utiliz-
ation band (TUB) according to 7 and Ny, which requires a more parameter tuning.
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Figure 43; EPRCA with EFCI Switch (Ny¢ = 5, 7 = 0.10).

5.2 Effect of VBR traffic

In this subsection, we evaluate the performance of EPRCA and EPRCA++ for the case
of a mixture of ABR and VBR traffic to examine their robustness in the multimedia

traffic environment.

Oneof attractive capabilities of ATM networksisthat it can support multiple QOS's
following requirements of each traffic. Asdescribed before, rate-based congestion con-
trol has been developed for ABR service class, which is suitable for data communica-
tion and/or existing applications. On the other hand, real-time traffic such as voice and
motion video is accommodated into CBR or VBR service class. In spite of this fact,
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Figure 44: EPRCA with BES Switch (Nyc = 5, 7 = 0.10).
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Figure 45: EPRCA with EDS Switch (Nyc = 5, 7 = 0.10).
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Figure 48: EPRCA with BES Switch (Ny¢ = 5, 7 = 1.00).
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Figure 49: EPRCA with EDS Switch (Ny¢ = 5, 7 = 1.00).
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Figure 50: EPRCA++ (Nye = 5, 7 = 1.00).

rate-based congestion control methods have been devel oped without considering those
real time traffic classes.

In this paper, the effect of VBR traffic on ABR traffic is evaluated by a simulation
technique using the same model presented in Subsection 5.1. It is assumed that VBR
traffic is assigned high priority than ABR traffic, that is, VBR traffic cells are trans-
mitted prior to ABR traffic cells at the switch if VBR traffic cells exist in its buffer.
The difficulty existsin that the cell generation rate of VBR traffic is varied according
to the time. Therefore, the bandwidth available to the ABR traffic isalso changed. As
atypical application of VBR traffic, we adopt MPEG-1 encoded video stream of 30
frames/sec, 352 x 240 pixels with average rate 4.5 Mbits/sec. In our simulation, 10
identical VBR sources are multiplexed with different starting points.

In EPRCA++, the switch requires information about the available bandwidth for
ABR traffic. If we consider only the ABR traffic, it is identical to the VP capacity,
which isfixed at 150 Mbps physical capacity in many cases. However, when the VBR
traffic is also accommodated on the link, some method to measure the available band-
width for the ABR traffic should be provided. Sinceit is not described in the original
EPRCA++ method, we assume that the switch counts incoming VBR cells, and estim-
ates available bandwidth BW” for ABR traffic as

BW’ = BW x (T — NVBR)/Ta

whereT and Ny g denote an averaging interval (in cells) and the number of VBR cells
in this interval, respectively.

Simulation results of EPRCA and EPRCA++ for My = 5and 7 = 0.01 are
presented in Figs. 51 through 54. For the propagation delay 7, 0.01 msec, 0.1 msec
and 1.00 msec are used. Simulation resultsin these cases are shown in Figs. 57 through
62. When the propagation delay is small (0.01 msec.), EPRCA++ method outperforms
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Figure 51: EPRCA with EFCI Switch (Ny¢ = 5, 7 = 0.01).
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Figure 53: EPRCA with EDS Switch (Nyc = 5, 7 = 0.01).



30 T T T T T T T T T
Queue Length —

25 - B

Cell Rate (Mbps)
Queue Length (cells)

T
0 1 1 1 1 1 1 1 1 1 0 i

0 20 40 60 80 100 120 140 160 180 200 0 20 40 60 80 100 120 140 160 180 200
Time (msec) Time (msec)

Figure 54: EPRCA++ (Nye = 5, 7 = 0.01).

other EPRCA methods. However, the larger propagation delays becomes, the perform-
ance degradation in terms of the queue length is significant in the case of EPRCA++.
Therefore, we may conclude that EPRCA is more robust against the VBR traffic than
EPRCA++. The reason why EPRCA ++ shows worse performance is explained as fol-
lows. EPRCA++ tries to utilize the bottlenecked link at target load, which is set at,
for example, 0.95. However, the switch is overloaded (or underloaded) when the rate
of VBR traffic increases (decreases) since an observed available bandwidth for ABR
traffic istoo old when 7 islarge. Remind that EPRCA++ uses FECN. Hence, the lar-
ger 7 becomes, more overloaded the switch becomes.
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Figure 55: EPRCA with EFCI Switch (Ny¢ = 5, 7 = 0.10).

6 Conclusion

As acongestion control mechanism, rate-based control is a promising approach for in-
corporating ABR traffic into high speed networks based on ATM technology. Many
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Figure 58: EPRCA++ (Ny¢ = 5, 7 = 0.10).
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Figure 59: EPRCA with EFCI
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Figure 60: EPRCA with BES Switch (Ny¢ = 5, 7 = 1.00).
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Figure 61: EPRCA with EDS Switch (Ny¢ = 5, 7 = 1.00).
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Figure 62: EPRCA++ (Nye = 5, 7 = 1.00).

schemes for rate-based control approaches are proposed and studied in this area from
a“binary feedback” congestion indication scheme to an “explicit rate setting” scheme.

In the first half of this paper, we gave ahistorical overview for rate-based schemes
proposed in the ATM Forum so far with their advantages and disadvantages. One im-
portant feature of the rate-based algorithms isin its flexibility, that is, backward com-
patibility is aways preserved in these schemes. One may choose cheaper end systems
and simple switches such as the EFCI switches proposed in PRCA or EPRCA because
of their cost-effectiveness. On the other hand, those who prefer stability and efficiency
may use more expensive but more superior switch such asthe EDS switch in EPRCA.
Even if different switch architectures are adopted, all switches (and networks) should
interwork with each other. Rate-based congestion control methods are till actively dis-
cussed. Thefina voting for standard documentation, to be included in User-Network
Interface (UNI) Specification Version 4.0, isplanned for the June ~ August 1995 meet-
ing.

In the second half of this paper, we analyzed the performance of EPRCA, arepres-
entative scheme in rate-based approaches, in both of initial transient and steady states.
We provide analyses for three types of switches — EFCI, BES and EDS switches —
suggested in EPRCA. EFCI switches are simple by means of a“binary feedback con-
gestion indication” capability. Through numerical examples, it has been shown that
EFCI switcheswork well in the LAN environment if the number of active VC’sislim-
ited. Next, BES switches are analyzed and the effect of their BECN like capability is
illustrated depending on the distance between the source and the switch. The last one,
EDS switches can dramatically decrease the maximum queue length by its explicit rate
setting capability.
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Appendix A Control Parameter Definitions

Inthisappendix, control parameters and variables used by rate-based control algorithms
are listed. These parameters are summarized from [10, 13, 15, 16, 17].

e Source End System Parameters

— Generd

PCR Peak Céel Rate; amaximum rate which AC' R can set.
MCR Minimum Cell Rate; aminimum rate of ACR.

ICR Initial Cell Rate; an initial/reset value for ACR.
AIR  Additive Increase Rate; rate increase permitted.
RDF  Rate Decrease Factor; RDF = 2FD,

— Timer-based Only
Ul Update Interval; aperiod for which ACR is re-evaluated.

— After PRCA
Nryr Number of Cells/RM, Ny = 2N.
e Source End System Variables

— General
ACR Allowed Cell Rate, current maximum for CCR.
CCR Current Cell Rate, current rate of cell transmission.

— After PRCA
ADR Additive Decrease Rate (cells/unit time).

e Dedtination End System Parameters

— Timer-based Only
RMI Minimum Interval of RM cells transmitted.

e Switch Parameters and Suggested Settings [16]
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— BES and EDS Switches

MACR N/A Congestion point rate computed by switch per queue,
Ideally, should be the available bandwidth divided
by the number of active connections

DQT 100 High queue limit to determine very congested.
— EDSOnly
Ves 7/8 V C Separator.
AV 1/16 Exponential Averaging Factor; for averaging ACR’s
MRF 1/4 Major Reduction Factor; for major reduction.
DPF 7/8 Down Pressure Factor.
ERF 15/16 Explicit Reduction Factor
e RM Cdll Fields
— Genera

CcI Congestion Indicator; 0 = no congestion, 1 = congestion.

— After PRCA
DIR Direction of RM cell; forward or backward.

— After EPRCA
ACR Allowed Cell Rate in effect when forward RM cell is generated.
ER Explicit Rate; initially set to PC'R, and possibly modified

by intermediate nodes along the path.
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Appendix B Pseudo Codesfor End Systems

Inthisappendix, the pseudo-code for the source and destination end systems are presen-
ted. These codes are extracted from [17].
Source End System Behavior

Initialization
Call setup assigns values to PCR, MCR, ICR, Nrm AIR and RDF

ACR = | CR
ADR = Shi ft RCACR, RD)
count = O

active =0

VWil e VC-on-line do

if cell-to-send I starting event
if not active I active==0
next-cell-time = now ! nowis fromreal time clo
if now >= next-cell-tine I schedul ed event
if cell-to-send I queue not enpty
active =1
i f count>0
send data cel
el se
count = ShiftL( 1, N) I count = 2°N
send RM ACR, DI R=f orward, ER=PCR, Cl =0) I every N\rmcells
decrease = 1
count = count - 1

if not active
count =0
decrease = 1
i f decrease
decrease = 0
ACR = max( ACR - ADR, MCR)
interval = 1/ACR
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if not cell-to-send
interval = ShiftL(interval, N)
active =0

if active or ACR>I CR
next-cell-time = next-cell-tine + interval

if receive RMACR Dl R=backward, ER, Cl)
if(cd = 0)
ACR = ACR + AIR + ADR
ACR = m n(ACR, ER, PCR)
ACR = max( ACR, MCR)
interval = 1/ACR
ADR = Shi ft R(ACR, RD)

Destination End System Behavior
if receive data cell

VC-CI = EFClI state of cell

if receive RMACR DR = forward, ER C)
i f(VCCl=1)
a =1

send RM ACR, DIR = bsckward, ER ()
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Appendix C Current RM Cell Format Proposal

In this appendix, the current proposal for RM cell format is shown, which is extracted

from [31].
FIELD BYTES | BITS NAME SOURCE NETWORK | DESTINATION
SET TO SET TO SET TO
Header 1-5 ATM Standard
Header Header
PT =6
ID 6 Protocol 0
ID
DIR 7 1 Direction O=Forward See Below 1=Backward
Cl 7 2 Congestion | O=Increase 1 if very | may set=1 if
Indication OK congested EFCI=1
BS 7 3 Block Start | 1 if start
block
Reserved 4 Reserved
N 5-8 lng Num. lngNRM
CdlsRM
Reserved | 8-9 Reserved
CCR 10-11 Current ACR
Cdl Rate
MCR 12-13 Minimum
Cell Rate
ER 1415 Explicit PCR Explicit may be set if
Cdl Rate Rate EFCI=1
CRC 52-53 Cyclic CRC16 CRC16 CRC16
Check

e The network should not modify the direction bit DIR except when it is segment-
ing the network or multicasting a copy back to the source.
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Appendix D Abbreviation List

AAL ATM Adaptation Layer

ABR Available Bit Rate

APRC  Adaptive Proportional Rate Control
BECN Backward Congestion Notification
BES Binary Enhanced Switch

CCR Current Cell Rate

CDvV Cell Delay Variation

CBR Constant Bit Rate

DES Destination End System

EDS Explicit Down Switch

EFCI Explicit Forward Congestion Indication
EPRCA Enhanced Proportional Rate Control Algorithm

ES End System

FECN Forward Explicit Congestion Notification

PRCA Proportional Rate Control Algorithm
PTI Payload Type Identifier
RM Resource Management
QOs Quality Of Service
SES Source End System

UNI User—Network Interface
VBR Variable Bit Rate

VC Virtual Channel

VP Virtual Path
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