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ABSTRACT

Data-centric networking, which takes the data transferred in
a network rather than the point-to-point communication be-
tween hosts as the first-class, is recently getting increased at-
tention [?, ?, ?]. One of notable features of data-centric net-
working is reusing data at a network-level by transferring data
based on the identifier assigned to every content. In data-
centric networking, a unique identifier is assigned to every
content. In IP network, an identifier (i.e., IP address) is as-
signed to every host. On the other hand, in data-centric net-
work, an identifier (i.e., content identifier) is assigned to every
content. Since a content is transferred based on its identifier
in data-centric networking, contents that have the same iden-
tifier are treated as the same wherever the contents may ex-
ist. Therefore, in data-centric networking, a distribution of
contents like CDN (Contents Delivery Network) [?] is possi-
ble, which reduces the data transfer delay as well as the the
amount of traffic transferred in a network.

1. INTRODUCTION

Data-centric networking, which takes the data transferred in
a network rather than the point-to-point communication be-
tween hosts as the first-class, is recently getting increased at-
tention [?, ?, ?]. One of notable features of data-centric net-
working is reusing data at a network-level by transferring data
based on the identifier assigned to every content. In data-
centric networking, a unique identifier is assigned to every
content. In IP network, an identifier (i.e., IP address) is as-
signed to every host. On the other hand, in data-centric net-
work, an identifier (i.e., content identifier) is assigned to every
content. Since a content is transferred based on its identifier
in data-centric networking, contents that have the same iden-
tifier are treated as the same wherever the contents may ex-
ist. Therefore, in data-centric networking, a distribution of
contents like CDN (Contents Delivery Network) [?] is possi-
ble, which reduces the data transfer delay as well as the the
amount of traffic transferred in a network.

Data-centric networking has been actively studied in the

literature, and there are several data-centric network archi-
tecture proposals such as DONA (Data-Oriented Network Ar-
chitecture) [?], CCN (Content-Centric networking) [?], and
NDN (Named-Data Networking) [?].

A representative example of data-centric networking is
CCN (Content-Centric Networking) [?], which routes pack-
ets within a network based on their content identifiers. CCN
adopts a request-and-response communication model. CCN
routes a request packet called Interest packet from a user to
sources by longest-prefix matching of the identifier of the re-
quested content. If the Interest packet is successfully deliv-
ered to the source, the content packet called Data packet is
sent back to the user by reversely traversing the path of the
Interest packet.

From an application viewpoint, CCN can be seen as a
network-level realization of a distributed (key, value)-database.
Namely, every content is stored in the network in the form of
(content identifier, content). An application requests a con-
tent named as content identifier to the network. The CCN
network looks for the corresponding content in the network,
and it then delivers the found content to the application.

CCN has therefore high affinity with applications, which
can be implemented with a distributed (key, value)-databased.
Hence, it is expected that those data-intensive applications
can be easily and efficiently realized with CCN. CCN solves
the drawbacks of the conventional IP network, and it provides
availability, security, and location independence to applica-
tions [?]. Applications running on CCN should be benefited
those advantages of CCN.

There have been a number of architectural studies of CCN
in the literature. However, the impact of CCN on several types
of network-based applications has not been well understood.
For instance, there have been several discussions on CCN ap-
plications such as data sharing and voice over CCN. However,
the implication of CCN on, in particular, large-scale applica-
tions such as scientific computing has not been understood.
Also, design methodology of large-scale applications on CCN
has been left almost untouched.

In this paper, we therefore discuss the impact of data-
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Fig. 1: Routing of Interest and Data packets in CCN.

centric networking, on large-scale scientific applications. First,
focusing on CCN as a representative data-centric network-

ing, we discuss advantages and disadvantages of CCN for

large-scale scientific applications. We also discuss practical

issues and challenges for running large-scale scientific appli-

cations on CCN. Second, we present two possible large-scale

scientific applications (i.e., a remote procedure call and a dis-

tributed filesystem), which could be benefited the advantages

of CCN.

The rest of this paper is organized as follows. In Section 2,
we explain the overview of content delivery in CCN. In Sec-
tion ??, we explain DCC, which improves the efficiency of
Content Store usage. In Section ??, we evaluate the effec-
tiveness of DCC by simulations. Finally, in Section ??, we
conclude this paper and discuss future works.

2. CCN (CONTENT-CENTRIC NETWORKING)

A representative example of data-centric networking is CCN
(Content-Centric Networking). CCN adopts a request-and-
response communication model. CCN routes an Interest packet
from a user to sources by longest-prefix matching of the iden-
tifier of the requested content. If the Interest packet is suc-
cessfully delivered to the source, the content is sent back to
the user by reversely traversing the path of the Interest packet
(see Fig. 1).
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Fig. 2: The structure of CCN router [?]

2.1. CCN router structure

A CCN router forwards a packet through a face, which cor-
responds to the interface in an IP router. The CCN router
usually has multiple faces. The CCN router forwards an ar-
riving Interest packet through one or more faces, which are
expected to be directed to sources.

A CCN router forwards packets using three data struc-
tures: Forwarding Information Base (FIB), Content Store,
and Pending Interest Table (PIT) (see Fig. 2). Forwarding
Information Base (FIB) corresponds to the routing table of an
IP router. FIB is used to forward the received Interest packet
toward the potential sources of the requested content. Each
FIB entry is composed of the prefix of a content identifier and
one or more faces through which the Interest packet should
be sent. Content Store is a buffer memory for caching Data
packets that arrived at the CCN router. Each entry of Content
Store has a content identifier and the Data packet. Pending
Interest Table (PIT) is a table for recording unresolved In-
terest packets. PIT is used to avoid duplicate transmission
of Interest packets in the network, and to determine the face
through which Data packets should be sent back. Since PIT
is soft-state, each entry of PIT is automatically removed after
a certain period of time.

2.2. Routing of Interest and Data packets

In what follows, we explain how CCN routes Interest packets
and Data packets using these three data structures.

Basically, Interest packets are routed toward the potential
sources based on longest-prefix matching of the content iden-
tifier with FIB entries.

Using PIT, the Data packet is sent back to the user by re-
versely traversing the path of the Interest packet. Each entry
of PIT works as a trail of breadcrumb, and the Data packet is



sent back by reversely following the PIT in all routers along
the path. Each CCN router along the path stores the Data
packet in its Content Store, and deletes the corresponding en-
try from its PIT.

On the contrary, if a Data packet corresponding to the In-
terest packet was found in Content Store of a CCN router, the
CCN router discards the Interest packet and sends the Data
packet in Content Store back. This realizes reuse of contents
at a network-level.

If the requested content is recorded in PIT of a CCN router,
the CCN router discards the Interest packet. Namely, CCN
avoids duplicate transmission of the Interest packet.

3. IMPLICATIONS OF CCN TO LARGE-SCALE
SCIENTIFIC APPLICATIONS

3.1. Advantages
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3.2. Disadvantages
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4. EXAMPLE APPLICATIONS

4.1. CCN-based remote procedure call
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4.2. CCN-based distributed filesystem
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5. CONCLUSION

been clarified or understood

For instance, data-centric networking could...

- Simplify the /design and implementation/ of scientific
applications - Improve both /computing and networking effi-
ciency/ of scientific applications - Improve /scalability/ of sci-
entific applications because of simplicity and efficiency - Im-
prove /availability/ of scientific applications under non-negligible
failures



