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SUMMARY Several gateway-based congestion control mech-
anisms have been proposed to support an end-to-end congestion
control mechanism of TCP (Transmission Control Protocol). One
of promising gateway-based congestion control mechanisms is a
RED (Random Early Detection) gateway. Although effectiveness
of the RED gateway is fully dependent on a choice of control pa-
rameters, it has not been fully investigated how to configure its
control parameters. In this paper, we analyze the steady state be-
havior of the RED gateway by explicitly modeling the congestion
control mechanism of TCP. We first derive the equilibrium values
of the TCP window size and the buffer occupancy of the RED
gateway. Also derived are the stability condition and the tran-
sient performance index of the network using a control theoretic
approach. Numerical examples as well as simulation results are
presented to clearly show relations between control parameters
and the steady state behavior.
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1. Introduction

In a packet-switched network, a feedback-based con-
gestion control mechanism is essential to realize effi-
cient data transfer services. Its main objective is to
prevent packet losses in the network, as well as to uti-
lize network resources effectively. The current Inter-
net uses a window-based flow control mechanism in its
TCP (Transmission Control Protocol), as a feedback-
based congestion control mechanism. For instance, a
version of TCP called TCP Reno uses packet loss in
the network as congestion indication of the network [1,
2]. Until a packet loss occurs in the network, TCP
Reno gradually increases its window size. As the win-
dow size exceeds its available bandwidth, excess pack-
ets are waited at the buffer of an intermediate gate-
way (or router) for some period. If the window size
increases further, the buffer of the gateway overflows,
leading to a packet loss. The source host detects the
occurrence of the packet loss by, for example, receiving
duplicate ACKs, and quickly reduces its window size.
After reduction of the window size, congestion in the
network will soon be relieved. Once congestion in the
network is over, the source host increases its window
size again. In short, the congestion control mechanism
of TCP first increases its window size, and as soon as it
detects packet losses in the network, it reduces its win-
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dow size. The congestion control mechanism of TCP
repeats this process indefinitely.

The congestion control mechanism of TCP was de-
signed to work without any knowledge on underlying
network components including a gateway. Namely, the
congestion control mechanism of TCP assumes nothing
about a gateway’s operation algorithm. It is because
neither a packet scheduling discipline nor a packet dis-
carding algorithm of a gateway is known to the source
host in a real network. Actually, separation of TCP’s
congestion control mechanism from the gateway’s oper-
ation algorithm is desirable when several types of con-
gestion control mechanisms and gateway’s algorithms
co-exist in a network as in the current Internet. How-
ever, such generality of the congestion control mecha-
nism of TCP may significantly limit the network per-
formance.

Accordingly, several gateway-based congestion
control mechanisms have been proposed to support an
end-to-end congestion control mechanism of TCP [3-
5]. One of promising gateway-based congestion control
mechanisms is a RED (Random Early Detection) gate-
way [4]. The key idea of the RED gateway is to keep
the average queue length (i.e., the average number of
packets in the buffer) low. Basically, the RED gateway
randomly discards an incoming packet with a proba-
bility that is proportional to the average queue length.
The operation algorithm of the RED gateway is so sim-
ple that the RED algorithm can be easily implemented.
The authors of [4] have claimed advantages of the RED
gateway over a conventional Drop-Tail gateway as fol-
lows: (1) the average queue length is kept low, so that
an end-to-end delay of a TCP connection is also kept
small, (2) the RED gateway has no bias against bursty
traffic as in the Drop-Tail gateway, and (3) a global
synchronization problem of TCP connections found in
the Drop-Tail gateway is avoided.

There have been many simulation studies of the
RED gateway [4, 6-8]. But there still remain open is-
sues. The hardest one is how to choose several con-
trol parameters of the RED gateway. Despite the fact
that effectiveness of the RED gateway heavily relies
on a choice of control parameters [6, 9, 10], it has not
been fully investigated how to configure those control
parameters. The authors of [4] have proposed a rec-
ommended set of control parameters, but it is just an
empirical guideline. There are only a few analytical
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studies on the RED gateway. In [11], the authors have
analyzed the performance of the RED gateway for both
bursty and less bursty traffic. However, their analytic
model is very simple and not realistic; the input traf-
fic to the RED gateway is modeled by a batch Poisson
process, which completely neglects the dynamics of the
congestion control mechanism of TCP. In [12], the au-
thors have analyzed the dynamics of the RED gateway,
but the input traffic is still limited to either a renewal
process or an MMPP (Markov Modulated Poisson Pro-
cess). Since the RED gateway was originally designed
to cooperate with the congestion control mechanism of
TCP, the effect of TCP must be taken into account to
understand a substantial property of the RED gateway.

In this paper, we analyze steady state behavior
of the RED gateway by explicitly modeling the con-
gestion control mechanism of TCP. It should be noted
that similar approaches for analyzing the RED gate-
ways with TCP connections have been separately pro-
posed by other researchers [13-15]. However, our an-
alytic approach is distinctive since we model the dy-
namical behavior of TCP at a much finer time scale.
We first derive equilibrium values of TCP’s window
size and the buffer occupancy of the RED gateway.
Also derived are a stability condition and a transient
performance index using a control theoretic approach.
Numerical examples as well as simulation results are
presented to clearly show relations between control pa-
rameters and steady state behavior. Our findings are
— (1) maxp (maximum packet marking probability)
mostly affects RED’s buffer occupancy, (2) a network
becomes more stable as the number of TCP connections
or a bandwidth–delay product increases, and (3) minth

(minimum threshold) is a key parameter for optimizing
transient performance. We finally discuss how control
parameters of the RED gateway should be configured
for achieving better performance.

This paper is organized as follows. In Section 2,
a network model that we will use throughout this pa-
per is described, followed by a brief explanation of the
RED gateway. In Section 3, we analyze the steady state
behavior of the RED gateway when incoming traffic
is controlled by the congestion control mechanism of
TCP. Section 4 derives the stability condition and the
transient performance index using a control theoretic
approach. In Section 5, we present several numerical
examples to clearly show how control parameters of the
RED gateway affect the steady state behavior. Simula-
tion results are also presented to validate our approxi-
mate analysis. Finally, Section 6 concludes the current
paper with a few remarks.

2. RED Algorithm and Analytic Model

Figure 1 illustrates our analytic model that will be used
throughout this paper. It consists of a single RED gate-
way and the number N of TCP connections. All TCP

connections have an identical (round-trip) propagation
delay, which is denoted by τ [ms]. In a real network,
each TCP connection generally has a different propa-
gation delay so that it is unlikely that all TCP have
the identical propagation delay. However, our analytic
model can be regarded as a worst-case scenario. We
note that it is possible to analyze the case where each
TCP connection has a different propagation delay using
a similar approach taken in [17, 18], but it significantly
complicates analytic results. We assume that the pro-
cessing speed of the RED gateway, which is denoted
by B [packet/ms], is the bottleneck of the network.
Namely, transmission speeds of all links are assumed to
be faster than the processing speed of the RED gate-
way.

N

RED Gateway

w1(k)

w2(k)

wN(k)

wN-1(k)

Source Host Destination Host

Bminthmaxth

τ

Fig. 1: Analytic model.

We model the congestion control mechanism of
TCP version Reno [2, 16] at all source hosts. A source
host has a window size, which is controlled by the con-
gestion control mechanism of TCP. By letting wn be a
current window size of the source host n (1 ≤ n ≤ N),
it is allowed to send the number wn of packets without
receipt of ACK (Acknowledgement) packets. In other
words, the source host n can send a bunch of wn packets
during a round-trip time. We then model the entire net-
work as a discrete-time system, where a time slot of the
system corresponds to a round-trip time of TCP con-
nections. Note that a slot length changes at every slot
since a round-trip time changes because of a queueing
delay at the RED gateway. We define wn(k) [packet]
as the window size of the source host n at slot k. All
source hosts are assumed to have enough data to trans-
mit; the source host n is assumed to always send the
number wn(k) of packets during slot k.

The RED gateway has several control parame-
ters. Let minth and maxth be the minimum thresh-
old and the maximum threshold of the RED gateway,
respectively. These threshold values are used to calcu-
late a packet marking probability for every incoming
packet. The RED gateway maintains an average queue
length (i.e., the average number of packets waiting in
the buffer). The RED gateway uses an exponential
weighted moving average (EWMA), which is a sort of
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low-pass filters, to calculate the average queue length
from the current queue length. More specifically, let
q and q be the current and the average queue length.
At every packet arrival, the RED gateway updates the
average queue length q as

q ← (1− wq) q + wq q (1)

where wq is a weight factor. We define q(k) [packet]
and q(k) [packet] be the current and the average queue
lengths at slot k. We assume that both q and q will
not change during a slot. As discussed in [11], this
assumption is realistic for a small wq. Namely, since
the RED gateway uses a low-pass filter to calculate the
average queue length, q(k) does not change drastically if
wq is small (i.e., a cut-off frequency is low). In addition,
since TCP uses a window-based flow control, the packet
emission from a source host is bursty and the burst size
is limited by the window size. The authors of [11] have
shown that the current queue length and the average
queue length do not change drastically even for a large
burst. We will validate our approximate analysis in
Section 5.

Using the average queue length, the RED gateway
calculates a packet marking probability pb at every ar-
rival of an incoming packet. Namely, the RED gateway
calculates pb as

pb =




0 if q < minth

1 if q ≥ maxth

maxp

(
q−minth

maxth−minth

)
otherwise

(2)

where maxp (maximum packet marking probability) is
another control parameter.The RED gateway randomly
discards each incoming packet with probability pa:

pa =
pb

1− count · pb

where count is the number of unmarked packets that
have arrived since the last marked packet. The packet
marking mechanism of the RED gateway is not per-flow
basis, and the same packet marking probability is used
for all TCP connections. Refer to [4] for the detailed
algorithm of the RED gateway. A typical setting of
control parameters of the RED gateway, which has been
recommended by the authors of [4], is shown in Table 1.
In latter half of this paper, we will discuss how control
parameters of the RED gateway should be configured
for achieving better performance.

Table 1 A recommended set of RED’s control parameters

minth min. threshold value 5 [packet]
maxth max. threshold value 15 [packet]
maxp max. packet marking probability 0.1
wq weight factor for averaging 0.002

3. Steady State Analysis

3.1 Derivation of State Transition Equations

We first obtain the packet dropping probability at slot
k. At the beginning of slot k, the source host n sends
the number wn(k) of packets into the network. The
RED gateway marks each arriving packet based on the
average queue length. Since the average queue length q
is assumed to be fixed within a slot, the packet mark-
ing probability pb(k) at slot k is also fixed. Provided
that the average queue length q is between minth and
maxth, pb(k) is obtained from Eq. (2) as

pb(k) = maxp

(
q(k)−minth

maxth −minth

)
(3)

Every arriving packet at the RED gateway is
marked with probability pa(k) [4]:

pa(k) =
pb(k)

1− count · pb(k)

The number of unmarked packets between two consecu-
tive marked packets, X , can be represented by an uni-
form random variable in {1, 2, · · · , 1/pb(k)}. Namely,

Pk[X = n] =
{

pb(k) 1 ≤ n ≤ 1/pb(k)
0 otherwise (4)

Let Xk be the expected number of unmarked packets
between two consecutive marked packets at slot k. Xk

is obtained as

Xk =
∞∑

n=1

n Pk[X = n] =
1/pb(k) + 1

2
(5)

We next derive state transition equations of the
network. The state transition equations that we will
derive hereafter are the basis of our steady state analy-
sis. If all packets sent from a source host are not marked
at the RED gateway, corresponding ACK packets will
be returned to the source host after a round-trip time.
In this case, the congestion control mechanism of TCP
increases the window size by one packet. On the con-
trary, if any of packets are discarded by the RED gate-
way, the congestion control mechanism of TCP throt-
tles the window size to half. We assume that all packet
losses are detectable by duplicate ACKs [16]. Namely,
the number of discarded packets in a slot is assumed
to be less than three. The probability that at least one
packet is discarded from wn(k) packets, p, is given by

p = min
(

w(k)
1/pb(k)

, 1
)

Therefore, the window size at slot k + 1 is given by

w(k + 1) =
{

w(k)
2 with prob. p

w(k) + 1 otherwise
(6)



4
IEICE TRANS. COMMUN., VOL.E85–B, NO.1 JANUARY 2002

By our definition of a slot, all packets that have
sent in slot k are to be acknowledged until the beginning
of slot k + 1. The current queue length at slot k + 1 is
given by

q(k + 1) = q(k) +
N∑

n=1

wn(k)−B

(
τ +

q(k)
B

)

=
N∑

n=1

wn(k)−Bτ (7)

We then focus on a relation between q(k) and
q(k + 1). As explained in Section 2, the RED gate-
way updates the average queue length at every packet
arrival according to Eq. (1). In other words, the aver-
age queue length is updated

∑N
n=1 wn(k) times during

slot k. Recall that the current queue length q(k) is as-
sumed to be fixed during a slot. The average queue
length in slot k + 1 is then given by

q(k + 1) = (1− wq)
∑N

n=1
wn(k)q(k)

+
{

1− (1− wq)
∑

N

n=1
wn(k)

}
q(k) (8)

The network model depicted in Fig. 1 is fully de-
scribed by state transition equations given by Eqs. (6)–
(8), and the state vector x(k)

x(k) = [w1(k), · · · , wN (k), q(k), q(k)]T (9)

3.2 Derivation of Average State Transition Equations

The state transition equations given by Eqs. (6)–(8)
contain a probability, because the RED gateway marks
each arriving packet in a probabilistic way. To analyze
the steady state behavior of the RED gateway, we intro-
duce average state transition equations that represent a
typical behavior of TCP connections and the RED gate-
way. We also introduce a sequence, which is a series of
adjacent slots in which all packets from a source host
have been unmarked by the RED gateway. A typical
evolution of a window size within a sequence is illus-
trated by Fig. 2. Note that this figure shows the case
where the RED gateway discards one or more packets
in slot k − 1. The window size wn(k) is changed ac-
cording to Eq. (6). Namely, as long as no packets from
the source host is discarded by the RED gateway, the
window size is incremented by one packet at every slot.
If one or more packets are discarded, the window size
is halved. Such a process will be repeated indefinitely
by the congestion control mechanism of TCP.

The main idea in our steady state analysis is to
treat the network as a discrete-time system where a
time slot corresponds to a sequence, instead of a slot
defined in Section 2. Let sk be the average number
of slots that consists a sequence beginning from slot k.

Then, sk satisfies the following inequality.

Xk ≤
sk−1∑
i=0

N∑
n=1

wn(k + i).

In what follows, due to space limitation, we only show
the case where window sizes of all source hosts are
synchronized; the window size of the source host n is
equally given by w(k). However, our steady state anal-
ysis can be easily applied to the case where window
sizes of all source hosts are not identical. We will val-
idate our approximate analysis in Section 5. When
window sizes of all source hosts are identical, the above
inequality is rewritten as

Xk ≤
sk−1∑
i=0

N w(k + i)

= N

{
sk w(k) +

sk(sk − 1)
2

}
(10)

Solving for sk yields

sk =
1
2
− w(k) +

√
N2(1− 2w(k))2 + 8NXk

2N
(11)

Assuming that the number of slots in a sequence is de-
terministically given by sk, we derive the average state
transition equations from slot k to k + sk. Since the
RED gateway discards one or more packets during slot
k+sk−1 (see Fig. 2), the average state transition equa-
tion from w(k) to w(k + sk) is obtained from Eq. (6)
as

w(k + sk) =
w(k + sk − 1)

2
=

w(k) + sk − 1
2

(12)

Similarly, the average state transition equation from
q(k) to q(k + sk) is obtained from Eq. (7) as

q(k + sk) = N w(k + sk − 1)−B τ

= N (w(k) + sk − 1)−B τ (13)
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Fig. 2: A typical evolution of the window size in a sequence.

We next derive the average state transition equa-
tion from q(k) to q(k + sk). Using Eq. (8), q(k + sk) is
obtained as



OHSAKI and MURATA: STEADY STATE ANALYSIS OF THE RED GATEWAY
5

q(k + sk) = (1− wq)Akq(k + sk − 1)

+
{
1− (1− wq)Ak

}
q(k + sk − 1) (14)

where

Ak = N w(k + sk − 1)

Recall that Xk is the average number of unmarked
packets between two consecutive marked packets, i.e.,
the average number of unmarked packets in a sequence.
By assuming that the current queue length does not
change excessively, q(k + sk) is approximated as

q(k + sk) � (1− wq)Xk q(k) +
{

1− (1− wq)Xk

}
q(k)(15)

The average state transition equations given by
Eqs. (12), (13), and (15) describe the average behaviors
of the window size, the current queue length, and the
average queue length, respectively. Our approximated
analysis will be validated in Section 5.

3.3 Derivation of Average Equilibrium Value

Because of the nature of TCP’s congestion control
mechanism, the window size of a source host oscillates
indefinitely and never converges to a equilibrium state.
In what follows, we therefore derive an average equilib-
rium value, which is defined as the expected value in
steady state, to understand a typical behavior of TCP
connections and the RED gateway. Let w∗, q∗, and
q∗ be the average equilibrium value of the window size
w(k), the current queue length q(k), and the average
queue length q(k), respectively. The average equilib-
rium value can be easily obtained from Eqs. (12), (13),
and (15) by equating w(k) = w(k + sk) and so on.

w∗ =

√
1
4

+
1

3N

(
maxth −minth

maxp(q∗ −minth)
+ 1

)

−1
2

(16)

q∗ = N w∗ −B τ (17)
q∗ = q∗ (18)

Note that w∗ does not represent the average window
size in steady state. Instead, it represents the expected
value of the minimum window size since w∗ is the equi-
librium value of the window size at the beginning of
a sequence (see Fig. 2). The average window size in
steady state is obtained from w∗ as

lim
k→∞

∑s
i=0 w(k + i)

(
τ + q(k+i)

B

)
∑s

i=0

(
τ + q(k+i)

B

) � 3w∗

2
− 1 (19)

where q(k + i) is approximated by q(k) for 0 ≤ i ≤ s.
Note that solving Eqs. (16) and (17) gives closed-form
solutions for w∗ and q∗. However, we do not include
here because those are lengthy.

4. Stability and Transient Behavior

In this section, we analyze stability and transient be-
havior of the network using a control theoretic ap-
proach. Since incoming traffic at the RED gateway
is flow-controlled by the congestion control mechanism
of TCP, the window size of a source host oscillates and
never converges to a equilibrium value. The operation
of the RED gateway changes by a probability, so it is
difficult to analyze its stability and transient behavior.
We therefore focus on their average behaviors by uti-
lizing the average state transition equations derived in
Section 3. In particular, we derive the stability con-
dition and the transient performance index of the net-
work by considering the average behaviors of the TCP
connections and the RED gateway.

In Section 2, the average state transition equations
for the discrete-time system illustrated by Fig. 1 are ob-
tained in Eqs. (12), (13), and (15). The average equi-
librium values of the system states are also obtained
in Eqs. (16)–(18). Let us introduce δx(k) as the dif-
ference between the state vector x(k) and the average
equilibrium point.

δx(k) ≡ [w(k) − w∗, q(k)− q∗, q(k)− q∗]T (20)

By lineally approximating w(k), q(k), and q(k)
around their average equilibrium values, δx(k + s) can
be written as

δx(k + s) = A δx(k)

where A is a state transition matrix. It is known that
the stability and transient behavior of the system given
by Eqs. (12), (13) and (15) around the equilibrium
point are determined by the roots of the characteris-
tic equation [19].

|sA− I| = 0 (21)

Let si(1 ≤ i ≤ 3) be the roots of the above characteris-
tic equation. The system is stable if and only if all si’s
lie in the unit circle (stability condition). The stabil-
ity condition for a given state transition matrix can be
easily computed by, for example, Jury’s criterion [19].

Also known is that the transient behavior of the
system given by Eqs. (12), (13) and (15) around the
equilibrium point is determined by si’s. More specifi-
cally, the transient performance of the system is mostly
determined by the following value (transient perfor-
mance index).

smax = max
i

(|si|) (22)

The smaller the transient performance index is, the
faster the converges to the equilibrium point.
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5. Numerical Examples and Simulation Re-
sults

5.1 Discussion on Average Equilibrium Values

Equations (16)–(18) indicate several interesting prop-
erties of the RED gateway. For instance, Eqs. (16)
and (17) suggest that the window size of a source host
and the queue length decrease as the number of TCP
connections N or the maximum packet marking proba-
bility maxp increases. Such a tendency is clearly illus-
trated in Figs. 3 and 4, where the average equilibrium
values of the window size w∗ and the queue length q∗

are plotted, respectively. Recall that w∗ and q∗ repre-
sent expected values of the minimum window size and
the minimum queue length in steady state. We used the
following network parameters: the processing speed of
the RED gateway B = 2 [packet/ms] and the (round-
trip) propagation delay τ = 1 [ms]. The number of
TCP connections N is varied between 1 and 20. The
maximum packet marking probability maxp is also var-
ied between 0.001 and 0.4, while other control parame-
ters of the RED gateway are set to the values shown in
Table 1. These figures indicate that the window size is
heavily dependent on the number of TCP connections
N , and that the queue length is mostly determined by
the control parameter maxp.
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Fig. 3: Average equilibrium value of the window size for different
numbers of TCP connections (B = 2 [packet/ms], τ =
1 [ms]).

5.2 Discussion on Stability and Transient Behavior

Figures 5 and 6 show stability regions of the network
in the maxth–minth plane. In these figures, the num-
ber of TCP connections N is set to 1 or 5, respectively.
Each line in the figures shows a boundary line of a sta-
bility conditions for different values of maxp. These
figures indicate that the network is stable if the point
(minth, maxth) resides a left-side of the boundary line.
For other control parameters, we used the same values
used in Fig. 3: B = 2 [packet/ms] and τ = 1 [ms]. One
can find that the stability region becomes large as the
maximum packet marking probability maxp decreases.
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This shows that the network can be stabilized with a
large minth if the packet marking probability maxp is
set to a small value. This phenomenon can be explained
from a control theoretical viewpoint. Namely, when the
analytic model in Fig. 1 is regarded as a feedback sys-
tem, increasing the packet marking probability maxp or
the minimum threshold minth implies a large feedback
gain, therefore resulting in unstable operation. Com-
parison between Figs. 5 and 6 suggests that the stability
region becomes large as the number TCP connections
N increases.
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We next investigate how the stability region
changes when the processing speed of the RED gate-
way B or the propagation delay of TCP connections
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τ is increased. Figure 7 is the case with a larger pro-
cessing speed B = 10 [packet/ms]. Figure 8 is the case
with a larger propagation delay τ = 5 [ms]. Other pa-
rameters are identical to those used in Fig. 5. One can
find that the stability region in Fig. 7 is smaller than
that in Fig. 5. This indicates that the network becomes
less stable as the processing speed of the RED gateway
increases. By comparing Figs. 7 and 8, one can find
that the stability regions in these figures are completely
identical. This indicates that for system stability, the
effect of increasing the processing speed B is same with
the effect of increasing the propagation delay τ . This
phenomenon can be explained from Eq. (13) where B
and τ are shown in the product form of B × τ .
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Fig. 7: Stability region with a larger processing speed (B =
10 [packet/ms], N = 1, τ = 1 [ms]).
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Fig. 8: Stability region with a larger propagation delay (B =
2 [packet/ms], N = 1, τ = 5 [ms]).

As explained in Section 4, stability and transient
behavior of the network is determined by the roots of
the characteristic equation given by Eq. (21). In Figs. 9
and 10, we plot the transient performance index smax

defined by Eq. (22) for different values of the maximum
threshold maxth and the minimum threshold minth.
These figures correspond to the case of maxp = 0.1
in Figs. 5 and 6, respectively. Three axes represent the
minimum threshold minth (x), the maximum threshold
maxth (y), and the transient performance index smax

(z). These figures indicates that the network is stable if
smax is less than 1, and that the transient performance
is better (e.g., faster convergence) with a smaller smax.
One can find that the optimal point (minth, maxth)

is almost independent of maxth. In other words, the
transient performance is mostly determined by the min-
imum threshold minth.
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Fig. 9: Relation among transient performance index and two
threshold values (B = 2 [packet/ms], N = 1, τ = 1 [ms],
maxp = 0.1)
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Fig. 10: Relation among transient performance index and two
threshold values (B = 2 [packet/ms], N = 5, τ = 1 [ms],
maxp = 0.1)

5.3 Validity of Approximated Analysis

We present a couple of simulation results to demon-
strate the validity of our analysis since we have made
several assumptions. We run simulation experiments
for the same network model given by Fig. 1 using a
network simulator ns. We use the following network
parameters in simulation: the processing speed of the
RED gateway B = 2 [packet/ms] (i.e., about 15 Mbit/s
for the packet size of 1,000 bytes) and the propagation
delay τ = 1 [ms]. For RED control parameters, unless
explicitly noted, the values shown in Table 1 are used.

Evolutions of TCP’s window size and the current
queue length of the RED gateway in simulation exper-
iments are plotted in Figs. 11 and 12 for N = 1 and
N = 5, respectively. We numerically compute the av-
erage window size w(k) and the average queue length
q(k) (i.e., the minimum values in each sequence) from
Eqs. (12), (13) and (15). In Figs. 11 and 12, those ana-
lytic results are also plotted. In Fig. 12, minth = 5 and
maxth = 50 are used since the values shown in Table 1
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causes unstable operation. One can find from these fig-
ures that our analytic results match the minimum val-
ues of the window size for N = 1 and N = 5, and the
current queue length for N = 5, indicating agreement of
our analytic results with simulation ones. However, the
analytic result of the current queue length for N = 1 is
larger than the simulation result. This error is caused
by our assumption that the average queue length al-
ways lies between minth and maxth (see Eq. (2)).
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Fig. 11: Comparison between analytic results and simulation re-
sults (B = 2 [packet/ms], τ = 1 [ms], N = 1, minth = 5,
maxth = 15).
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Fig. 12: Comparison between analytic results and simulation re-
sults (B = 2 [packet/ms], τ = 1 [ms], N = 5, minth = 5,
maxth = 50).

We next show simulation results to validate our
stability analysis. Figures 13 and 14 show evolutions
of the current queue length and the average queue
length obtained from simulation for N = 1. We choose
two sets of minth and maxth from Fig. 5; that is,

minth = 5 and maxth = 15 as a stable case (Fig. 13)
and minth = 10 and maxth = 15 as an unstable case
(Fig. 14). For other control parameters, we use the
same values used in Fig. 5. Comparing these figures
shows that the current queue length of the RED gate-
way oscillates excessively in the unstable case. In par-
ticular, the current queue length sometimes reaches
zero, indicating less effective throughput than the sta-
ble case.

0

5

10

15

20

0 0.5 1 1.5 2 2.5

Qu
eu

e L
en

gth
 (p

ac
ke

t)

Time (s)

Queue Length
Average Queue Length

Fig. 13: Simulation result for stable case (minth = 5, maxth =
15).
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Fig. 14: Simulation result for unstable case (minth = 10,
maxth = 15).

6. Conclusion and Future Works

In this paper, we have analyzed the steady state behav-
ior of the RED gateway when incoming traffic is flow-
controlled by the congestion control mechanism of TCP.
We have derived equilibrium values of TCP’s window
size and the buffer occupancy of the RED gateway. We
have also derived the stability condition and the tran-
sient performance index for the network. Several nu-
merical examples and simulation results have been pre-
sented to clearly understand relations between control
parameters of the RED gateway and the steady state
behavior. Of all our findings, most important results
were: (1) maxp (maximum packet marking probabil-
ity) mostly affects the RED’s buffer occupancy, (2) the
network becomes more stable as the number of TCP
connections or the bandwidth–delay product increases,
and (3) minth (minimum threshold) is a key parameter
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for optimizing the transient performance. We finally
have discussed a method for parameter tuning of the
RED gateway. The outline of the parameter tuning
method was: (1) estimate the number of TCP connec-
tions, (2) estimate the average propagation delay of all
TCP connections, (3) set maxth (maximum threshold)
to the buffer size, and (4) determine maxp and minth

using our analytic results to optimize the transient be-
havior.

As a future work, it would be of importance to ex-
tend our steady state analysis to relax strong assump-
tions. In particular, extending our steady state analysis
to allow different propagation delays of TCP connec-
tions would give us much insight for better understand-
ing of the RED gateway. More simulation experiments
would be necessary to investigate the behavior of the
RED gateway in complex network configurations.
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