On Parameter Tuning of Data Transfer Protocol
GridFTP for Wide-Area Networks

Takeshi Ito, Hiroyuki Ohsaki, and Makoto Imase

Abstract—In wide-area Grid computing, geographically distributedhe number of parallel TCP connections and TCP socket
computational resources are connected for enabling efficient andffer size have not been investigated. There have been several

large-scale scientific/engineering computations. In the wide-area Gf'@ated works on TCP socket buffer size and parallel TCP
computing, a data transfer protocol call€didFTP has been com- nnections [3][9]

monly used for large file transfers. GridFTP has the following featur&® . . .

for solving problems of the existing TCP. First, for accelerating the In [3], [4], automatic tuning mechanisms of TCP socket

start-up in TCP’s slow start phase and achieving high throughput uffer have been proposed. However, both approaches require

TCP's congestion avoidance phase, multiple TCP connections easme modifications to a socket APl and/or a TCP protocol

be established in parallel. Second, according to the bandwidth-deg%ck_ In Grid computing, heterogeneous computing resources
e_

product of a network, the TCP socket buffer size can be negotiated int ted. H h dificati i i ¢
tween GridFTP server and client. However, in the literature, sufficieff€ 'Nt€grated. Hence, such modincations to operating systems

investigation has not been performed either on the optimal numige unrealistic; i.e., optimization of TCP socket buffer size
of TCP connections or the optimal TCP socket buffer size. In thighould rely on information obtained from Grid middleware.
paper, we therefore quantitatively investigate the optimal paramefar[5], an extension to GridFTP protocol for automatically ne-

configuration of GridFTP in terms of the number of TCP connectio ot ;
and the TCP socket buffer size. We first derive performance metrrg:s?tlatmg TCP socket buffer size has been proposed. However,

of GridFTP in steady state (i.e., goodput and packet loss probabilihe Proposed mechanism is simple and not optimal; i.e., it
We then derive the optimal parameter configuration for GridFT®IMply allocates twice of the BDP (bandwidth-delay product)
and quantitatively show performance limitations of GridFTP througtor each TCP connection. It is known that a larger TCP socket
several numerical examples. We also demonstrate validity of ogiiffer does not always result in better performance when
approximate analysis by comparing simulation results with analytﬂfacket loss rate is high [10].
ones. On the contrary, effectiveness of parallel TCP connections
Keywords—Grid Computing, GridFTP, TCP (Transmission Conhas been studied by many researchers [6]-[9]. In [6]-[9],
trol Protocol), Parameter Tuning, Steady State Analysis, Parallel TGR ormance of parallel TCP connections is investigated using
Connection, TCP Socket Buffer . . . N
simulation experiments. However, for optimizing the number
of parallel TCP connections, simulation-based approaches are
|. INTRODUCTION inappropriate; i.e., it is quite difficult or, in most cases, impos-
RANSMISSION Control Protocol (TCP) has been widelible to apply simulation results for a parameter optimization.
used as a transport-level communication protocol in ther optimizing the number of parallel TCP connections, some
Internet [1]. GridFTP has been designed for utilizing TCP assight in the effect of parallel TCP connections on their
its transport-level communication protocol [2]. However, TCPRerformance is necessary. In [7], [9], simple analytic models
is a rather old communication protocol that was designed @f parallel TCP connections have been presented. However,
the 1970s. Several problems have been reported regarding T@#se analytic models are not applicable for optimizing the
such as its inability to support the rapidly increasing speedgmber of parallel TCP connections since they do not capture
of recent networks. the trade-offs in parallel data transfer, as we will explain in
As an example, the current TCP NewReno (TCP versidection II.
NewReno) cannot detect congestion in a network until packetin this paper, by particularly focusing on the number of
loss occurs, so a large number of packets are lost. With tparallel TCP connections and TCP socket buffer size, we quan-
faster speeds of networks and larger buffer sizes of routditatively investigate their optimal parameter configurations
in a network, the amount of packets lost mushrooms aadid clarify performance limitations of GridFTP. We first derive
TCP throughput deteriorates significantly. To resolve existirgycontinuous-time model for GridFTP by aggregating multiple
TCP problems, GridFTP has features such as establishiigP continuous-time models [11]. Since TCP ideadback
multiple TCP connections in parallel to accelerate start-up @ontrol that changes the window size depending on packet
the TCP slow start phase and negotiating the TCP socket buffess probability in a network, we model multiple TCP con-
size between the GridFTP server and client according to thections as independent continuous-time SISO (Single-Input
bandwidth-delay product of a network [2]. and Single-Output) systems. By combining these continuous-
However, the effectiveness of these features has not bdime TCP models, we then obtain a continuous-time model of
fully investigated. In other words, optimal configurations foGridFTP. Performance metrics in steady state (e.g., GridFTP
T. Ito, H. Ohsaki, and M. Imase are with Graduate School of Informatio%().Odput and packet IOSS. probability) are derived using our
nce ar ' . ridFTP model. By focusing on the number of TCP connec-
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parameter configuration for GridFTP and quantitatively shoaf the ABUF command implementation is discussed in [2],
performance limitations of GridFTP. [5], which measure a round-trip time and available bandwidth
Note that GridFTP supports two types of using parallel TC8f a network by generating measurement traffic between the
connectionsparallel data transferand striped data transfer GridFTP server and client.
(see Section Il). The parallel data transfer (from a single servetHowever, more investigation on th&BUF command im-
to a client) is a special case of the striped data transfer (frgstementation is necessary. In a real network, the available
multiple servers to a client). For brevity, we limit the scope dfandwidth of a network varies with time, and a large amount
this paper to the parallel data transfer. However, our analyté measurement traffic must be generated for accurately mea-
approach can be directly applied to the case of the stripsdring the available bandwidth. Because of these reasons,
data transfer by simply differentiating round-trip timés, in  active measurement approaches as discussed in [2], [5], which
Section 1V. Using a simple model enables us to derive sevetainfigure TCP socket buffer size based simply on the mea-
GridFTP performance metrics in a closed-form, which gives gsired bandwidth-delay product, are inadequate for practical
more insights than with an unnecessarily complicated modelrposes. Namely, in a real network, optimization of GridFTP
The structure of this paper is as follows. First, Seshould be based on a passive measurement approach.
tion Il briefly explains GridFTP’s major features (i.e., auto-
negotiation of TCP socket buffer size and parallel data trans-
fer), and discusses unresolved problems of GridFTP. Sét- Parallel Data Transfer
tion Il explains the definition of terms used in this paper GridFTP can establish multiple TCP connections in parallel
and our approach for modeling GridFTP. Section IV analyzéyy usingOPTS RETRor OPTS STORommand. Hence, a
steady state performance of GridFTP by aggregating multimingle file can be transferred via multiple TCP connections
TCP continuous-time models, and derives the optimal parafmream/to a single or multiple GridFTP servers. Higher through-
eter configuration of GridFTP. Section V compares analytjmut than with a single TCP connection can be expected through
results with simulation ones for validating our approximataggregation of multiple TCP connections [6]-[8].
analysis. Finally, Section VI summarizes this paper and dis-This can be explained by the following three reasons. First,
cusses future topics. larger bandwidth can be gained by aggregating multiple TCP
connections when competing with other TCP connections in
Il. GRIDFTP the TCP congestion avoidance phase [17]. This is because

Standardization of GridFTP [2] as a common bulk data!MD window flow control is adopted in the TCP congestion

transfer protocol for the Grid has been currently proceediffyoidance phase and data transfer can be performed better
in the Global Grid Forum (GGF) [12]. GridFTP is a protocoiJy aggregating multiple T_CP connections in a network with
that extends FTP (File Transfer Protocol) [13]-[15], whicR 0W packet loss probability. Second, the total TCP socket
was standardized in the IETF and has been widely usedPHffer size that can be used in a file transfer becomes large
the Internet. In addition to features of the original FTP, thlY adgregating multiple TCP connections. This is because
following features are added to GridFTP: auto-negotiatidh® total of TCP socket buffer sizes i§ times larger by

of TCP socket buffer size, parallel data transfer, third-par§@9regatingV. TCP connections. Third, the start-up of the
control of data transfer, partial file transfer, security, angansfer rate is accelerated in the TCP slow start phase by
support for reliable data transfer. aggregating multiple TCP connections. In the slow start phase,

In what follows, an overview of two major features ofthe congestion window doubles for every round-trip time.

GridFTP, auto-negotiation of TCP socket buffer size arfyceordingly, the start-up for the transfer rateNstimes faster

parallel data transfer, and unresolved problems of GridFRY aggregatingv TCP connections. o
is presented. However, if the numbeN of aggregate TCP connections is

too large, it results in decreased throughput for the following
o ) reasons. First, the window size per TCP connection decreases,
A. Auto-Negotiation of TCP Socket Buffer Size and TCP timeout are more likely to occur. Second, the

In GridFTP, the server's TCP socket buffer size can hserhead required for the GridFTP server and client to process
explicitly configured by the client with th8BUF (Set Buffer the TCP protocol stack increases. Accordingly, the optimal
Size) command. In addition, TCP socket buffer size can khalue for the number of aggregate TCP connectioNs,
configured by negotiating between the GridFTP server angust be determined according to several network conditions.
client using theABUF(Auto-Negotiate Buffer Size) command.However, it has not been fully investigated and is still an
Almost all existing TCP implementations allocate a fixedanresolved problem how to determine the number of parallel
size (e.g., 64 [Kbyte]) TCP socket buffer, so throughpatCP connectionsV in various network environments.
improvement can be expected when the TCP socket buffer size
is appropriately configured according to the bandwidth-delay
product of the network.

However, it has not been adequately studied how theln this paper, modeling of GridFTP is performed using a
ABUF command should be implemented. For instance, timetwork modeling technique proposed in [11], [18]. In what
ABUF command has not been implemented in the GridFTBllows, a primary feature of GridFTP, parallel data transfer is
implementation included in a Globus Toolkit [16]. Examplesnodeled.

Il. ANALYTIC MODEL



data packet

w = 0, p(t) = p*, andw(t) = w(t — R) = w*, so the
following relationship is obtained from Eq. (1).

parallel data transfer (multiple TCP connections)

GridFTP router  f——% GridFTP
server > Client

3—p* (3+2w*?) +p* (3 —2w") w phg

=0 2
ACK packet 3R ( )
W @ In the above equation, TCP window size* in steady
. N B state is assumed to be larger than or equal to 3. Under this
TCP model [ model I assumption, the probability of detecting packet loss due to
j TCP timeoutsp?.,, is given by [19]
. 3
e Pro >~ = 3
J , By solving in Egs. (2) and (3) fow*, TCP window sizew*
flow distribution . . .
in steady state is obtained as
Fig. 1. Modeling GridFTP with parallel data transfer by aggregating TCP T
continuous-time models w* ~ 1 <3 6+21p > (4)
2 v/ p*

TCP throughpufl™ in steady state is then given by
In our analysis, a GridFTP server sends a file to a GridFTP

client using parallel TCP connections. Other cases of GridFTP T* = w* ~ L (3 4V 6+ 2173*) (5)
client-to-server file transfers can be easily modeled using the R 2R Vp*
same modeling approach. Since TCP socket buffer size is assumed to be larger than the

GridFTP supports parallel data transfer, partial file transfg{angwidth-delay product per TCP connection, packet loss is
and third-party control of data transfer, so there exists OR&pected to occur only because of network congestion et
or more GridFTP servers for a single GridFTP client. Ipe the number of TCP connections, aBdhe bottleneck link
our analysis, traffic on the control channel is assumed to Bgngwidth. Under these conditions, total throughput for all

negligible, and only traffic on data channel is modeled.  TCp connectionsV 7* equals the bottleneck link bandwidth
Modeling GridFTP is performed as follows (Fig. 1). Firstp in steady state. Therefore,

the GridFTP server is modeled by aggregating multiple

continuous-time models of the TCP congestion control mecha- B - NT ~ N (_3 n Vv6+21 ;0*> ©6)
nism. When GridFTP performs parallel data transfer, multiple 2R Vr*

TCP connections are established between the GridFTP Serelpiained from Eq. (5). By solving this equation for, the

and client. Accordingly, multiple TCP congestion Controbacket loss probability in steady state is derived as
mechanism models are aggregated at the GridFTP server.

-1
. 2BR 2 (BR\’
IV. STEADY STATE ANALYSIS P 24—+ | (7)

N 3\ N

In this section, the optimal number of parallel TCP connec-
tions is derived by performing steady state analysis for our From the above equation, one can find that the packet loss
GridFTP model. probability in a networkp* in steady state is determined only

First, a case when the TCP socket buffer siFeis larger by the bandwidth-delay product per TCP connection (i.e.,
than the bandwidth-delay product per TCP connection (i.g3,R/N).
TCP throughput< round-trip time) is considered. In this case, When the packet loss probability in steady staie*iand the
according to [11], [18], changes in the TCP window sizg¢) throughput for all TCP connectionsi$", only a fractionp* of
at time ¢ including a TCP timeout mechanism are modelepackets are discarded in the network. So, effective throughput

using a fluid-flow approximation as (i.e., goodput) for a TCP connectidi* is given by
. w(t — R) G = T(1-p* 8
W = (l—p(t))W (I-p") 8
2 w(t— R) Next, a case when the TCP socket buffer dieis smaller
—p(t)gw(t)——F7— {1 - pro(t)} than the bandwidth-delay product per TCP connection (TCP
4 w(t — R) throughput x round-trip time). In this case, TCP window
—p(t) {3w(t) - 1} — —pro(t) (1) size cannot be fully increased regardiess of the available
bandwidth. Accordingly, TCP throughp@t* is limited by
wherep(¢) is the packet loss probability in a network at time
t, R is the round-trip time of TCP connections, apgo (t) is ™ = w (9)
the probability of detecting packet loss at timelue to TCP R
timeouts. When TCP socket buffer sizél is smaller than the

The packet loss probability and TCP window size in steadyandwidth-delay product per TCP connection, the bottleneck
state are denoted hy* andw*, respectively. In steady state,link bandwidth cannot be utilized at 100%. Provided that the



packet loss caused by background traffic is negligible, the
packet loss probability in steady staié is given by

P o= 0 (10)

Thus, the effective throughput for a TCP connecti@h in
steady state becomes

G* = T*(l—p*):T*:% (11 ¢

From Egs. (8) and (11), the GridFTP goodput (total effective
throughput for all TCP connectiongj* is given as a function
of the TCP socket buffer siz8/, the number of parallel TCP
connectionsN, round-trip time R, and the bottleneck link

bandwidthB; i.e.,
— N N (1-p* v/ 21 p*
G* ~ min W, (1=p") 73+M (12)
R 2R Vp*
Thus, the optimal number of parallel TCP connections is
obtained by determiningy that maximizes Eq. (12); i.e., fromFig. 2. GridFTP goodpuG* (effect of round-trip timeR and the number

200

Eq (12), the 0pt|ma| value oV is derived as of parallel TCP connection®’) (B = 8.3 [packet/ms],lW = 64 [Kbyte])
N = (3BR-3W
~V3V9BPR2 =16 BRW +7W?)
BR
—_— 13
“9BR—6W (13)

On the contrary, Eq. (12) indicates that for a given number

of parallel TCP connectiondy, the TCP socket buffer size

W should be large enough to maximize&* in Eq. (12). In  0.015
practice, the TCP socket buffer sik€ should not be too large P 0.01
for preventing unnecessary memory consumption. Hence, the . 005
TCP socket buffer siz&/ should be as large as possible, but
no more than the bandwidth-delay product of the network.

V. NUMERICAL EXAMPLES

In what follows, the effect of the number of parallel TCP
connections and TCP socket buffer size on GridFTP perfor- 200
mance has been quantitatively investigated through several
numerical examples of the steady state analysis.

First, GridFTP goodput (total goodput of all TCP connec=ig- 3. GridFTP packet loss probabiliy (effect of round-trip timeR and
. . . . . L the number of parallel TCP connectio®$) (B = 8.3 [packet/ms],W =
tions) G* in steady state is shown in Fig. 2. In this figure, wg, [kpyte))
use the following parameters: the bottleneck link bandwidth
B = 8.3 [packet/ms] (corresponding to 100 [Mbit/s] when
a packet size is 1500 [byte]) and TCP socket buffer size
W = 64 [Kbyte]. The round-trip time for TCP connectionsThis is because the packet loss probability increases as the
R and the number of parallel TCP connectiaiisare varied. humber of parallel TCP connectionsincreases and/or round-

In addition, the packet loss probability for GridFTP in steadtfip time for TCP connection® decreases [8], as can be seen
state is plotted in Fig. 3. from Fig. 3.

The followings regarding GridFTP goodput can be observedWe then focus on the effect of the number of parallel TCP
from these figures. First, from Fig. 2, the number of parallebonnectionsN and TCP socket buffer siz8” on GridFTP
TCP connection®V should be large for utilizing the bottleneckgoodput and the packet loss probability in steady state. The
link bandwidth at almost 100%. The required number dridFTP goodput and packet loss probability for different
parallel TCP connection® for full link utilizing is almost numbers of parallel TCP connectiohsand TCP socket buffer
proportional to the round-trip time for TCP connections. ThisizesWV is shown in Figs. 4 and 5, respectively. The bottleneck
phenomenon is in agreement with simulation results (see, elgjik bandwidth is set taB3 = 8.3 [packet/ms], and the round-
[8]). Second, GridFTP goodput decreases slightly with tHgp time for TCP connections a = 100 [ms].
further increase in the number of parallel TCP connections.From Fig. 4, one can find that the TCP socket buffer size
This tendency appears obviously for a small round-trip timél” and the number of parallel TCP connectiaNsmust be




Fig. 4. GridFTP goodpuiG* (effect of the number of parallel TCP Fig. 6. GridFTP goodput ¥ x G*) (effect of round-trip timeR and
connectionsN and TCP socket buffer siz&/) (B = 8.3 [packet/ms], the number of parallel TCP connections) (B = 16.6 [packet/ms],
R = 100 [ms]) W = 64 [Kbyte])

and to establish the number of parallel TCP connectidns
that can fully utilize the bottleneck link bandwidth. Note that
the bandwidth-delay product of the network is in practice the
upper-limit of the TCP socket buffer sidé .

Next, effect of the bottleneck link bandwidth on the optimal
parameter configuration of GridFTP is investigated. Figure 6
is a result with a larger bottleneck link bandwidth (B =
16.6 [packet/ms]) than that of Fig. 2. From this figure, it can
be found that the number of parallel TCP connections should
be increased accordingly when the bottleneck link bandwidth
is increased. However, by comparing Figs. 2 and 6, one can
find that goodput degradation for GridFTP for a large number
of parallel TCP connections is smaller for a larger bottleneck
link bandwidth. This is because the bandwidth-delay product
of each TCP connection increases as the bottleneck link
bandwidth increases, and, consequently, TCP timeouts less
likely to occur. This means that parameter configuration for

Fig. 5. Gridl_:TP packet loss probabilip/ (eff_ect of the number of parallel GridFTP is simpler in a faster or wider-area network.
TCP connections\ and TCP socket buffer size’) (B = 8.3 [packet/ms], Finally, the validity of our approximation analysis is exam-
R = 100 [ms]) Y, y pp y

ined through comparison of analysis and simulation results.

ns-2 simulator (version 2.28) [20] is used for all simulations. A

simple network topology of one hop is used in the simulation.
appropriately configured for fully utilizing the bottleneck linkThe bottleneck link bandwidth is set 18 = 8.3 [packet/ms],
bandwidth. For instance, when the TCP socket buffer siaed the two-way propagation delay at = 100 [ms] or
W is small (e.g., 16 [Kbyte]), the number of parallel TCP- = 20 [ms]. The packet size is fixed at 1,500 [byte], and
connectionsV should be very large. Accordingly, configuringGridFTP server is modeled by aggregating FTP traffic sources.
the TCP socket buffer siz&l” to a sufficiently large value Every simulation is run for 60 [s] while changing the number
is desired for avoiding an extremely large number of parallef parallel TCP connections (i.e., the number of active FTP
TCP connectionsgV. traffic sources), and the goodput and packet loss probability

As the number of parallel TCP connectioné increases, are measured.

the packet loss probability for GridFTP increases accordingFirst, simulation results for the two-way propagation delay
to Fig. 5. Also, the packet loss probability for GridFTP is- = 100 [ms] of the bottleneck link are shown in Figs 7 and 8.
independent of the TCP socket buffer sizé Based on these These figures show the goodput and packet loss probability
observations, a guideline for tuning GridFTP control parametiar GridFTP when the number of parallel TCP connections
is to allocate as large a TCP socket buffer diFeas possible, is changed. Also, analytic results, which are calculated based




__ 120 T T T —T _ 120 T T T —T
) analysis —+— ) analysis —+—
s . simulation ---x--- S _ simulation ---x---_
S 100 Simulation il 2 100
‘G 80 - ‘G 80
‘g_ 5
o] 60 . g 60
o) o}
@] (@]
O 40 . O 40
o o
n n
5 20 = 5 20 =
O 0 1 1 1 1 (D O 1 1 1 1
0 10 20 30 40 50 0 10 20 30 40 50
Number of TCP Flows: N Number of TCP Flows: N
Fig. 7. Number of parallel TCP connections vs. GridFTP good@iit=f  Fig. 9. Number of parallel TCP connections vs. GridFTP goodgit=£
8.3 [packet/ms], = 100 [ms], W = 64 [Kbyte]) 8.3 [packet/ms],m = 20 [ms], W = 64 [Kbyte])
0.02 T T T - T 0.1 T T T T
. analysis —+— . analysis —+—
o simulation ----- 2 simulation ---x---
Z  0.015 |- . z 008 r i
Q e}
o ©
_8 9 006 [
a 0.01 - . a
% )]
8 g 0.04
T 0.005 ©
S S 002 |
©
o o
0 0 .
0 10 20 30 40 50 0 10 20 30 40 50
Number of TCP connections: N Number of TCP connections: N

Fig. 8. Number of parallel TCP connections vs. GridFTP packet loggg. 10.  Number of parallel TCP connections vs. GridFTP packet loss
probability (B = 8.3 [packet/ms],m = 100 [ms], W = 64 [Kbyte]) probability (B = 8.3 [packet/ms],r = 20 [ms], W = 64 [Kbyte])

on the average round-trip time for TCP connections obtainedHowever, it should be noted that our steady state analysis is
by simulation, are plotted. From these figures, one can figdfficiently usable in practice for optimizing control parameter
that the GridFTP goodput and packet loss probability afgr GridFTP. Namely, recall that the guideline for GridFTP
accurately estimated by our steady state analysis. parameter tuning is to use a sufficiently large TCP socket
Simulation results for a small two-way propagation delayuffer size and to configure the number of parallel TCP
of the bottleneck link £ = 20 [ms]) are shown in Figs. 9 connections for fully utilizing the bottleneck link bandwidth.
and 10. Compared to the case with larger two-way propagatigence, effect of the modeling error in an extremely larger
delay (Figs. 7 and 8), it can be found that analytic resuligimber of parallel TCP connections can be negligible for
deviate from simulation results, in particular, when there agrameter configuration purposes.
a large number of parallel TCP connections (e/g.= 50).
This phenomenon can be explained by the following reason. In
a network with a small bandwidth-delay product and a large
number of parallel TCP connections, window size for each In this paper, we have investigated the optimal parameter
TCP connection becomes small so that TCP timeouts are mooafiguration for GridFTP, i.e., the number of parallel TCP
likely to occur. However, the probability of detecting packetonnections and TCP socket buffer size, by performing a
loss due to TCP timeoutg;,, is approximated by Eq. (3), steady state analysis for GridFTP. First, a continuous-time
which should not be used when the packet loss probabilityodel for GridFTP has been derived by aggregating multi-
is large [19]. More accurate modeling of the probability ople TCP continuous-time models. Steady state performance
detecting packet loss due to TCP timeouis,,, is necessary, metrics (e.g., GridFTP goodput and packet loss probability)
but it is beyond the scope of the current paper. have been derived using our GridFTP model. By focusing on

VI. CONCLUSIONS ANDFUTURE TOPICS



the number of TCP connections and TCP socket buffer sizeg] S. H. Low, F. Paganini, and J. C. Doyle, “Internet congestion control,”

we have also derived the optimal parameter configuration f05
GridFTP, and quantitatively show performance limitations 5% ]

GridFTP through analytic and simulation results. Our GridFTP

parameter tuning guideline is to allocate as large a TCP socké
buffer sizeW as possible (but no more than the bandwidth
delay product of the network) and to establish the number

of parallel TCP connectionsV that can fully utilize the

bottleneck link bandwidth according to Eq. (13). We have alqg]

validated our approximate analysis by comparing simulation
results with analytic ones.

Future research topics include improving the accuracy of our
approximate analysis (e.g., accurate modeling of TCP timeout

mechanism) and performing analysis of GridFTP in more
generic network configurations with, for instance, lossy link,

background traffic, and heterogeneous TCP connections. Also

important is applying our analytic results for automatically
optimizing GridFTP performance. Our work on designing an

automatic parameter configuration mechanism for GridFTP,

which utilizes our analytic results and has compatibility with
existing GridFTP servers, will be published soon [21], [22].
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